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Abstract: Deep learning, as a new unsupervised leaning 

algorithm, has strong capabilities to learn data 

representations. Previous work has shown that new 

features learned by deep learning algorithm help to 

improve the accuracy of cross-domain classification. In 

this paper, we firstly propose a modified version of 

marginalized stacked denoising autoencoders (mSDA). 

We call it mSDA++ algorithm, which can learn 

excellent and low-dimensional features for training 

classifier. In addition, we combine mSDA with 

EASYADAPT algorithm to further improve the 

accuracy of cross-domain classification. Then we use 

SVM, mSDA, mSDA++, and EA+mSDA algorithms to 

do the cross-domain sentiment classification 

experiments on Amazon benchmark dataset. The results 

show that EA+mSDA algorithm attains the best 

accuracy. Besides, the mSDA++ algorithm can 

accelerate the subsequent calculation and reduce the data 

storage space. 
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Cross-domain; dimension reduction; feature augment 

1  Introduction 

Lack of lots of labeled training data is an important 

problem in text sentiment classification. However, there 

are a lot of related data in other domain. It is meaningful 

to train a cross-domain classifier to transfer these data to 

the domain which is lack of labeled samples. However, 

classifiers trained in one domain do not perform well in 

others [1]. The major obstacle in cross-domain 

classification is that data in the source and the target 

domain do not hold the independent and identically 

distributed assumption. In order to attain better accuracy 

of cross-domain classification, some methods are 

proposed to alleviate the difference between source and 

target domain distributions, such as instance reweighting 

[2, 3], structural correspondence learning [4, 5], etc. 

Deep learning [6], as a new unsupervised leaning 

algorithm, has excellent ability to learn feature 

representations. It is of great concern in academia in 

recent years. Vincent et al. [7] proposed stacked 

denoising autoencoders (SDA) to learn robust feature 

representations and applied it to classification of 

handwritten digits. Lee et al. [8] applied convolutional 

deep belief net-works to audio classification. They used 

outputs of intermediate layers of the networks as 

features to train SVM classifier. Glorot et al. [9] applied 

SDA to text sentiment classification and attained good 

performance. However, SDA algorithm training with 

gradient descent or other optimization algorithms is slow 

and dependent on the initialization. For this problem, 

Chen et al. [10] proposed mSDA algorithm, which 

preserves strong feature learning capabilities without 

using optimization algorithm to learn the parameters. 

This algorithm performed well on cross-domain 

classification problem.  

In this paper, we want to use deep learning approach to 

reduce the difference of data distribution and attain 

better accuracy of cross-domain sentiment classification. 

We propose a modified version of mSDA (mSDA++), 

which can learn excellent and low-dimensional features 

for training classifier. The mSDA++ algorithm reduces 

the time cost and space cost of subsequent calculation 

but also preserves strong feature learning capabilities. In 

addition, Chen et al. didn’t consider that words in 

different domains may express different sentiment, but 

only used mSDA to learn new data representations for 

domain adaptation. For this problem, we combine 

mSDA with a domain adaptation approach (EA) [11] to 

further improve the accuracy of cross-domain sentiment 

classification.  

2  Notation and background 

In this paper, we apply deep learning approach to 

cross-domain sentiment classification problem. At first, 

we introduce some notation to facilitate discussion. 

Assume that data is taken from source domain S and 

target domain T. Denote by x the input space and by y 

the output space. We suppose the source domain dataset 

is DS={(xsi
,ysi

)}
i=1

nS
 and the target domain dataset is 

DT={(xTi
,yTi

)}
i=1

nT
 where xϵRd and y ∈ *−1, +1+. Our 

goal is to learn classifier h: x→y to predict the labels of 

data from target domain T with the help of data from 

source domain S. In sentiment classification problem, 

we hold the opinion that text expresses positive 

sentiment when y=+1 , and expresses negative 

sentiment when y= − 1. 

Marginalized stacked denoising autoencoders (mSDA) is 

a modified version of stacked denoising autoenders 

(SDA). The SDA stacks several denoising autoenders 

(DA) into deep learning architecture to learn 

higher-level representations of inputs. Denoising ____________________________________
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autoenders are one-layer neural networks trained to 

reconstruct input data from partial corrupted data. The 

hidden outputs of 𝑡th DA are used as inputs to train 

𝑡 + 1th DA, and the training is layer by layer. In SDA, 

nonlinear function f(∙) and the reconstruction weight 

W are learned together with gradient descent algorithm, 

which makes the training procedure very slow. In 

contrast to SDA, mSDA does not use optimization 

algorithm to learn parameters. The mSDA stacks several 

mDAs by feeding the output of 𝑡 th mDA(after the 

nonlinearity function) as the input of 𝑡 + 1th mDA. 

Differing from DA, mDA doesn’t have hidden nodes. 

The mDA just uses single mapping  W: Rd→Rd  to 

reconstruct the corrupted inputs x̃ and uses multiple 

different corrupted versions of the original inputs x. It 

aims to minimize the squared reconstruction loss defined 

by eq. (1). 

Lsq(W)=
1

2mn
∑ ∑ ‖xi-Wx̃ij‖

2n
i=1

m
j=1       (1) 

Where x̃ij represents the 𝑗th corrupted version of the 

original input xi.  

The reconstruction weight W  can be computed in 

closed-form [12]. After W  computed, nonlinearity 

function is applied on the output of mDA. Figure 1 

shows the process of training mDA.  

Lsq(x,y)

~x x z

W

y

f

 

Figure 1 An example x is corrupted to �̃�. The mDA maps it        

to y in order to reconstruct x. Then nonlinear function f is 

applied on y to generate nonlinear features 

Once mSDA is trained, its outputs combined with the 

original inputs form the new features used for training 

classifier. As mSDA doesn’t use optimization algorithm, 

it needs less training time than SDA but still preserves 

strong learning capabilities.  

3  Proposed new methods 

Adding features learned by mSDA algorithm to original 

features helps to improve accuracy of cross-domain 

classification. But new features learned by mSDA 

certainly have the same dimension as original features. 

In this section, we firstly propose a modified version of 

mSDA, which can learn excellent and low-dimensional 

features. Furthermore, considering that words in 

different domains may express different sentiment, we 

combine mSDA with a domain adaptation approach (EA) 

to attain better accuracy of cross-domain sentiment 

classification. 

3.1 mSDA++: mSDA with dimension reduction 

As mentioned，mDA does not have hidden nodes. In 

mSDA, a single mapping W: Rd→Rd  is used to 

reconstruct the corrupted input data, and nonlinearity is 

injected after W are computed. Therefore, new features 

learned by mSDA algorithm certainly have the same 

dimension as original features. If we could learn new 

features with lower dimension, then the time cost and 

space cost of the subsequent training of classifier could 

be reduced. To achieve this goal, we add a denoising 

autoencoder(DA) after the last layer of mSDA. The 

mSDA uses greedy layer-wise training method to stack 

mDAs into a deep architecture. Denote the original input 

as h0=x  and the output of the 𝑡 th mDA as 

ht=f(Wt
Tht-1). Assume that mSDA has n layers, then 

the outputs of the last layer of mSDA is hn=f(Wn
Thn-1). 

Then we use hn as the input data to train the denoising 

autoencoder that is added after the last layer of mSDA. 

The denoising autoencoder tries to learn a function 

hW, ℎ̃𝑛
(ℎ̃𝑛) ≈ ℎ𝑛 so the output is similar to the input. As 

DA has hidden nodes, assume that the number of its 

hidden nodes is less than the number of nodes of input 

layer and output layer, then the outputs of its hidden 

layers are the new features with lower dimension (See 

Figure 2). Linear function is used as the activation 

function of this denoising autoencoder. We refer to this 

algorithm as mSDA++. 

Figure 2 The DA added after the last layer of mSDA 

In this paper, we use tanh(x) as nonlinear 

squashing-function applied on the output of each mDA. 

After learning the new and low-dimensional features by 

mSDA++, we add these new features to original features 

to train the classifier. 

3.2 EA+mSDA 

As mentioned, Chen et al. have applied mSDA to 

cross-domain classification problem. In fact, many 

words in different texts express different sentiment. 

However, Chen et al. didn’t consider this problem when 

doing the classification experiments. They only used 

mSDA algorithm to learn new data representations for 

training the classifier. For the above problem, Hal et al. 

have proposed a domain adaption approach termed 

EASYADAPT (EA). By simply augmenting the feature 

space, EA forces the learning algorithm to do the domain 

adaptation. We aim to combine mSDA with EA to attain 

better accuracy of cross-domain classification.  

Firstly, let’s review the EA algorithm. Denote by x ∈ 𝑅𝑑 

the input space and by y ∈ *−1, +1+ the output space. 

hn2

hn3

hn1 o1 = hn1

 

o2 = hn2

on= hnn

...

...

...... ...

input layer hidden layer output layer

low-dimensional features

...
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The EA algorithm augments feature space by mappings 

ΦS, ΦT: x→x̌  . ΦS  and ΦT  work on source domain 

and target domain respectively. The mappings are 

defined by eq. (2). 

Φs=〈x, x, 0〉 

ΦT=〈x, 0, x〉 

where 𝟎 = 〈0,0, ⋯ ,0〉 ∈ 𝑅𝑑 (2) 

After mapping, the feature space turns into �̌� ⊂ 𝑅3𝑑
. 

The augmented space consists of three parts. The first 

d-dimensional part indicates commonality between the 

source and target domains. The second and third 

d-dimensional parts correspond to source and target 

domains respectively. For k domains, the augmented 

space is expanded to �̌� ⊂ R(k+1)d. We could equally use 

Φs=〈x, x〉 and ΦT=〈x, 0〉 to replace eq. (2). 

In this paper, we use two steps to combine mSDA with 

EA: 

1. Augment original feature space x by EA, x→x̌. 

2. Transform x̌ into new feature space by mSDA, x̌→x̌'. 

After these two steps, we combines x̌'  with original 

input x to form the new features that used for training 

classifier.  

4  Experiments 

In this section, we apply mSDA++ and EA+mSDA 

algorithms to cross-domain sentiment classification 

problem and evaluate the effectiveness.  

4.1 Tasks 

Amazon reviews benchmark dataset [4] is used in our 

experiments. The dataset includes product reviews of 

four domains: electronics (E), toys (T), health products 

(H) and kitchen appliances (K). Each domain contains 

2000 labeled data and 2000 unlabeled data used for our 

experiments. There are twelve transfer tasks: K→E，T→

E ，H→E ，K→H，T→H ，E→H ，H→K，T→K ，

E→K ，K→T，H→T，E→T. We apply SVM(baseline), 

mSDA, mSDA++, and EA+mSDA algorithms to do the 

cross-domain sentiment classification experiments to the 

transfer tasks. 

We use transfer loss [10] to evaluate the result of 

transfer tasks. Denote by e(T, T) in-domain error and 

by e(S, T)  transfer error. The notation e𝑏(S, T) 

represents in-domain error of baseline. The in-domain 

error e(T, T)  means the classification error of the 

classifier that is trained on the same domain. The 

transfer error e(S, T) means the error of the classifier 

that is trained on different domain. Transfer loss is 

defined by eq. (3) 

transfer loss =  e(S, T) − e𝑏(S, T)      (3) 

In cross-domain classification problem, the lower 

transfer loss the better. If transfer loss was negative, it 

would mean that classifier trained on data from other 

domain attains higher accuracy than one trained on the 

data from original domain. In other words, cross-domain 

classification even attains higher accuracy than 

in-domain classification.  

4.2 Cross-domain sentiment classification 

experiment based on mSDA++ algorithm 

In this experiment, we combine new features learned by 

mSDA++ algorithm with original features and then use 

these features to train a linear SVM classifier. As 

baseline, we use labeled data from source domain to 

train linear SVM classifier and then test on unlabeled 

data from target domain. In order to show the 

effectiveness of mSDA++ and EA+mSDA algorithms, 

we also train classifier with the features that consist of 

original features and new features learned by mSDA. 

Two of the important parameters in mSDA and 

mSDA++ algorithms are noise p and layer l. Noise p 

is used for corrupting input data. In the experiment, we 

set each feature to 0 with possibility p ≥ 0  to get 

corrupted version of original input data. In addition, we 

use 3-fold cross-validation on different parameters to 

choose optimal parameters. The training of linear SVM 

classifier is performed by using MATLAB LIBSVM 

toolbox [13]. The implement of this experiment is on the 

computer with 2.50GHz CPU. The following notations 

are used to describe the experiment result.  

𝐝𝟏 Represents dimension of original features. 

𝐝𝟐 Represents dimension of new features learned by 

mSDA++ 

𝐭𝟏  Represents the time of training classifier with 

original features 

𝐭𝟐 Represents the time of training classifier with new 

features learned by mSDA++ 

𝐭𝟑  Represents the time of dimension reduction in 

mSDA++ algorithm 

𝐭𝟒 represents the sum of 𝐭𝟐 and 𝐭𝟑. 

 

Figure 3 training time of two methods 

Figure 3 describes the average training time of the two 

algorithms. We can find that the time of training 

classifier with new features learned by mSDA++ is less 

than the time of training classifier with original features. 

As Table I shows, the averaged percentage of the time of 

training classifier with new features learned by 

mSDA++ and the time of training classifier with original 

features is about 25%. If we considered the time of 
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dimension reduction in mSDA++ algorithm, then the 

percentage would turn into 57.63%. Therefore, 

efficiency of training classifier is improved about 42.3% 

on average.  

Table I The objective evaluation of two methods 

Transfer tasks 𝐝𝟏   𝐝𝟐 
t2

t1⁄  
t4

t1⁄  

K→H 1000 300 37.9% 91.6% 

T→H 1000 100 21.0% 50.1% 

E→H 1000 150 26.0% 60.0% 

K→E 1000 200 29.0% 57.9% 

T→E 1000 150 21.9% 52.7% 

H→E 1000 100 20.3% 45.7% 

H→K 1000 100 19.9% 46.5% 

T→K 1000 300 39.2% 92.4% 

E→K 1000 100 20.6% 46.1% 

H→T 1000 100 20.6% 47.3% 

K→T 1000 150 27.0% 60.1% 

E→T 1000 100 19.9% 44.9% 

average 1000 154 25.1% 57.6% 

In addition, the result reported in Figure 4 shows the 

averaged transfer loss of (baseline) 5.39%, (five-layers 

mSDA) -1.30%, (six-layers mSDA++) -0.85%, which 

implies that mSDA++ and mSDA both attain much 

better accuracy of cross-domain classification than 

baseline does. Also we find that mSDA++ performs a 

little worse than SDA but reduces nearly half the 

training time of SVM classifier.  

 

Figure 4 Transfer loss of different methods 

What’s more, the new feature matrix is 
𝑑1

𝑑2
⁄ (𝑑2 < 𝑑1) 

times smaller than original feature matrix. According to 

the experimental results, we think mSDA++ can 

accelerate the speed of the subsequent calculation and 

reduce the data storage space but still preserves strong 

feature learning capabilities. 

4.3 Cross-domain sentiment classification 

experiment based on EA+mSDA algorithm 

In this experiment, we combine new features learned by 

EA+mSDA algorithm with original features and then use 

these features to train a SVM classifier for cross-domain 

classification. To show the effectiveness of EA+mSDA, 

we compare it with the other two methods, baseline and 

mSDA.  

 

 

Table II The transfer loss of different methods 

Transfer tasks Transfer loss 

 baseline mSDA EA+mSDA 
K→H 2.75% -2.70% -4.25% 
T→H 9.15% 1.85% -7.00% 
E→H 4.40% -2.00% -2.60% 

K→E 7.20% -0.30% -0.20% 
T→E 11.25% 4.85% 3.95% 

H→E 5.50% 1.30% 1.55% 
H→K 2.00% -2.40% -3.55% 

T→K 5.40% -1.80% 0.05% 
E→K 1.80% -1.60% -1.70% 

H→T 6.05% -5.10% -6.05% 
K→T 5.05% -5.75% -6.30% 
E→T 4.15% -2.00% -4.60% 

average 5.39% -1.30% -2.56% 

Table II shows transfer loss of cross-domain sentiment 

classification by different methods. The transfer loss 

reported in Table II shows us that the averaged transfer 

loss of mSDA is -1.30% and EA+mSDA is -2.56%. As 

mentioned, the lower transfer loss the better. Therefore, 

EA+mSDA achieves higher accuracy than mSDA does 

on average. Table III shows us the accuracy of 

cross-domain classification of different methods. From 

Table III , we can find that some transfer tasks, for 

example, T→H, have attain much higher accuracy when 

using EA+mSDA. Above all, we think EA+mSDA 

further improve the accuracy of cross-domain sentiment 

classification. 

Table III The accuracy of different methods 

Transfer tasks Accuracy of classification 

 baseline mSDA EA+mSDA 
K→H 74.75% 80.20% 81.75% 

T→H 68.35% 75.65% 84.50% 
E→H 73.10% 79.50% 80.10% 

K→E 73.80% 81.30% 81.20% 
T→E 69.75% 76.15% 77.05% 
H→E 75.50% 79.70% 79.45% 
H→K 76.30% 80.70% 81.85% 
T→K 72.90% 80.10% 78.25% 

E→K 76.50% 79.90% 80.00% 
H→T 71.25% 82.40% 83.35% 

K→T 72.25% 83.05% 83.60% 
E→T 73.15% 79.30% 81.90% 

average 73.13% 79.83% 81.08% 

According to experimental results, we can find that deep 

learning algorithms have strong learning capabilities to 

learn new data representations. New features learned by 

deep learning algorithm help to improve the accuracy of 

cross-domain sentiment classification. 

5  Conclusions 

In this paper, we firstly propose a modified version of 

mSDA algorithm (mSDA++). In addition, considering 

that words in different domains may express different 

sentiment, we combine mSDA with EASYADAPT 

algorithm (EA+mSDA). Then we apply SVM (baseline), 

mSDA, mSDA++ and EA+mSDA algorithms on 

cross-domain sentiment classification of product reviews. 
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The experimental results show us that EA+mSDA 

algorithm attains the best accuracy of classification. 

Besides, mSDA++ algorithm can accelerate the 

subsequent calculation and reduce the data storage space 

but also preserves strong feature learning capabilities. 

From the results, we feel that deep learning has very 

strong capabilities to learn data representations. We 

would conduct more research on deep learning in future. 
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