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ABSTRACT

Smile detection in unconstrained scenarios is a hot research
topic with many real-world applications. This paper presents
a new approach to practical smile detection and the prima-
ry contributions are three-fold. (1) In the image registration
procedure, an eyes-mouth alignment strategy is found to be
more efficient than popular eyes alignment. (2) In the fea-
ture extraction procedure, a novel feature descriptor, Self-
Similarity of Gradients (GSS), is proposed and achieved good
performance in comparison with baseline approaches. (3)
Feature combination and multi-classifier combination strate-
gies are adopted in experiments and excellent results are ob-
tained. Experimental results show that the combined features
(HOG+GSS) using AdaBoost+SVM achieve improved per-
formance over state-of-the-art in the GENKI4K benchmark.

Index Terms— Smile Detection, Self-Similarity of Gra-
dients, AdaBoost, SVM

1. INTRODUCTION

Smile is one of the most common facial expressions in dai-
ly communication, and automatic smile detection in uncon-
strained scenarios is important for its wide applications such
as interactive systems, video conferences, digital video cam-
eras and patient monitoring.

In the past two decades, a considerable amount of re-
searches about automatic facial expression recognition have
been done [1, 2, 3]. However, most existing works of facial
expression recognition are based on the data collected by ask-
ing subjects to pose deliberately the expression [4]. Sponta-
neous expressions differ from posed ones because they have
different muscle movements. Besides, spontaneous expres-
sions are more subtle and fleeting than posed ones [5]. Re-
cently, research focus begins to transfer to the more realistic
problem of analyzing spontaneous facial expressions [5, 6].
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The work of Whitehill et al. was the foundation of automat-
ic smile detection module in commercial digital cameras [7].
They also designed the GENKI database, which contains over
63,000 real-life images from the Web, for the challenging s-
mile detection in unconstrained scenarios. Moreover, Shan
proposed a novel smile detection approach by simply com-
paring the intensities of a few pixels in a image and achieved
better performance than Gabor+SVM [8]. A deceit detection
of posed smile and spontaneous smile was implemented by
training AU6 and AU12 simultaneously [9].

In a smile detection system, efficient image registration
and feature representation are both important [7]. For im-
age registration, works in [10, 11, 12] present usual ways
of image registration, however, there exist few works study-
ing alignments using how many facial landmarks contribute
to the best smile detector. For feature representation, there
are some feature extraction methods commonly used in facial
expression recognition such as PCA [13], LDA [14], Gabor
[6], Haar [15] and LBP [16]. More recently, HOG features
have become one of the most popular features for object de-
tection [17]. Bai et al. proposed to use the pyramidal repre-
sentation of HOG (PHOG) as the features extracted for smile
detection and its performance is comparable to Gabor [18].
Felzenszwalb et al. used an analytic dimensionality reduction
approach to obtain low-dimensional HOG features, including
contrast sensitive, contrast insensitive and gradient energy in-
formation [19]. Their HOG is adopted by us due to its low
dimensions and outstanding performance in smile detection
tasks.

In this paper, we focus on practical smile detection of face
images in unconstrained scenarios. Therefore, GENKI4K is
chosen as the evaluation database, which exactly meets the
real-world conditions. Since image registration is significan-
t for smile detection, we compare two different alignment
strategies, eyes-based and eyes-mouth based. When using
the same baseline feature extraction approaches, the lat-
ter one achieves much better performance than the former,
which shows the efficiency of eyes-mouth alignment strategy.
Based on the analysis of HOG’s visualization and the inspi-
ration from self-similarity on color channels (CSS) [20], a
new feature, Self-Similarity of Gradients (GSS), is proposed
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to capture pairwise statistics of localized gradient distribu-
tions. In combination of HOG, the feature achieves improved
performance over state-of-the-art using AdaBoost+SVM, in-
dicating the effectiveness of our proposed GSS features.

2. IMAGE REGISTRATION

Image registration is one of the vital procedures of develop-
ing a high-performance smile detector [7]. It consists of steps
including rotating, cropping and scaling, which are based on
the pre-processing stage where facial landmarks have been
found. Although automatic facial landmarks detection has
been studied a lot [21, 22, 23], this work mainly focuses on
the evaluation of our proposed GSS features. Therefore, we
adopted the manual way and all the facial landmarks were
hand-labeled by two students in our lab. There are two face
alignment strategies for comparison:
Eyes Alignment Strategy. Two centers of the eyes of all the
faces in GENKI4K are aligned to fixed locations.
Eyes-Mouth Alignment Strategy. Three fiducial points,
centers of eyes and the mouth, are brought to fixed locations
using an affine transform.
Eventually, after image registration, all the face images in
GENKI4K possess the fixed size of 48×48.

3. FEATURE REPRESENTATION

As the GSS feature relies on HOG, in this section, the visu-
alization of HOG and GSS features are described separately.
The overall framework of our features extraction is presented
in Fig. 1.

3.1. HOG Visualization

Visualizing features can help researchers gain a better under-
standing of the behaviours of detectors. In our smile detection
work, two feature visualizing methods for HOG feature are
tried and illustrated in Fig. 2. Two pictures in the first column
stand for the “mean” faces of non-smile and smile images in
GENKI4K. HOG glyphs of (a)(b) are shown in (c)(d). And
(e)(f) are results of using the HOG visualizing method of Von-
drick et al. corresponding to (a)(b).

When observing the visualized pictures (c)(d)(e)(f) in Fig.
2, we find that the main differences between non-smile and s-
mile “mean” faces are distributed in the mouth, cheeks and
eyes regions. Moreover, the mouth region and eyes region in
non-smile “mean” face have a great similarity. However, in
smile “mean” face, the observation is not totally the same as
the previous one. It is obvious that the center of the mouth is
different from the other parts of the mouth but more like the
cheeks. Intuitively, these pairwise statistics of localized gradi-
ent distributions may contribute to a smile detector with good
performance. Therefore, we encode self-similarities between

Fig. 2. The first column is the “mean” faces of non-smile (up)
and smile (down). The second column is HOG visualization
of the left “mean” faces [19]. The last column stands for the
same HOG features as the second column but using the dif-
ferent visualizing method which has been described in great
details [24].

cells of HOG within different subregions of the detector win-
dow and the detailed GSS feature is introduced in the next
section.

3.2. Gradient of Self-Similarity Feature

It is well known that HOG features can express complex
shapes of global distributions with gradient orientations. If
adding local similarity information in HOG, a more discrim-
inative classifier can be obtained. Motivated by this and the
observation in previous subsection, a new feature named gra-
dient of self-similarity (GSS) is proposed, which calculates
local differences in HOG feature. The distances between
“pixel” histograms can be regarded as the similarities in GSS.
Several functions for comparing histograms are tested and the
intersection comparison method is finally selected:

d(H1, H2) =
∑
I

min(H1(I), H2(I)) (1)

Here, H1 and H2 stand for two histograms of different cells
in a HOG feature map.

As shown in Fig. 1, a cell is the basic computing unit of
size wc×hc. For an input image of size w×h, we use replicate
method to pad it with padsize value of [hc wc]. The output
HOG feature map has (w/wc)× (h/hc)×31 dimensions and
the details are given in [19].

We only compare histograms in blocks of HOG. A block
of n × n cells has Bcompare histogram comparisons, each of
which corresponds to a value in the GSS feature vector.

Bcompare = C2
(n×n) = n2 × (n2 − 1)/2 (2)

978-1-4799-5751-4/14/$31.00 ©2014 IEEE ICIP 20141456



...

...

Aligned Image
(Size 48*48)

Image Padding
(New Size 56*56)

HOG Feature Map
(12*12*31)

Extracting GSS on
HOG Feature Map

HOG Features
(4464 dimensions)

GSS Features
(726 dimensions)

HOG+GSS
(5190 dimensions)

...

Block1

Block2

Block121

..
.

...
Fig. 1. Framework of extracting HOG and GSS features.

With the block stride size of k ·[hc wc], there are Bnum blocks
in a HOG map.

Bnum = ((w/wc − n)/k + 1)× ((h/hc − n)/k + 1) (3)

Eventually, all the values of these histogram comparisons are
combined into a Bnum×Bcompare-dimensional vector, which
is our proposed GSS features. The visualization of extracting
GSS features is also exhibited in Fig. 1.

4. CLASSIFIERS
Two classes of popular machine learning algorithms, SVM
and AdaBoost, have been utilized in our work.

• For the first classifier, a linear SVM [25] is selected in
consideration of its good performance, simplicity and,
last but not least, the speed.

• For the second classifier, Gentle AdaBoost [26] is also
chosen for that it has been the most practically efficient
boosting algorithm.

• Apart of using these two algorithms individually, the
combination of AdaBoost and SVM is also an effective
way to improve classification performance. In this case,
AdaBoost is firstly applied to only select features and
then a SVM classifier is trained on the selected features.

These two algorithm implementations refer to LIBLINEAR1

and GML AdaBoost Matlab Toolbox2.

1http://www.csie.ntu.edu.tw/∼cjlin/liblinear/
2http://graphics.cs.msu.ru/ru/science/research/machinelearning/adaboost

toolbox/

5. EXPERIMENTS AND DISCUSSIONS

Experiments here are composed of three steps. The first step
briefly introduced the “wild” smile database, GENKI4K. The
second is experimental settings which involve three param-
eters: baseline features, our proposed GSS feature and cross
validation parameters. The last step is experiment design with
results and exhaustive analysis.

5.1. Smile Database

Our experiments are evaluated on the GENKI4K database.
The reason why GENKI4K was chosen is that its contents
come from real unconstrained scenarios and can be exploited
to test the performances of feature extraction methods in real-
world conditions. Here are some attributes of GENKI4K: (1)
This database has 4,000 face images (1,838 “non-smile” and
2,162 “smile”). (2) The pose range (yaw, pitch, and roll of pa-
rameters of the head) of most images is within approximately
±20 degree of frontal. (3) GENKI4K also has various imag-
ing conditions including, for instance, gender, age, ethnicity,
glasses, facial hair, partial occlusion (very few) and so on.

5.2. Experimental Settings

The performance of our proposed GSS features are compared
with Gabor, LBP and HOG. Their parameter settings are as
following.
Gabor. The detailed parameters of Gabor feature used in our
experiments are that 8 orientations and 5 spatial frequencies
(9:36 pixels per cycle at 1/2 octave steps). We downsample
the 40 Gabor Energy Filters by a factor of 4, so the Gabor
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Table I. Smile detection accuracy of two different face align-
ment strategies using Gabor, LBP and HOG features.

Accuracy (%) Image Registration Approach
Eyes-based Eyes-mouth based

Gabor 91.18±0.43 93.81±0.36
LBP 88.64±1.08 90.48±0.86
HOG 91.78±0.39 93.83±0.39

feature vector has 23,040 dimensions.
LBP. For extracting LBP features, each face image of size of
48×48 is divided into 16 sub-regions of 12×12 pixels. Then
we adopt 59-label LBP(8, 2, u2) operator to compute LBP
features for each sub-region. As a consequence, the LBP vec-
tor has 944 (16× 59) dimensions.
HOG. The parameters of HOG are Extracting HOG and GSS
features is shown in Fig. 1. When the cell is of size 4 × 4
(wc = hc = 4), the HOG feature is a 12×12×31 map. We
concatenate each “pixel” in the map one by one sequentially.
Therefore, the HOG feature is a 4,464-dimensional vector.
GSS. The details of GSS have been described in section 3
and GSS features used here are based on the above HOG. So
wc = hc = 4, n = 2, k = 1 and the GSS has 726 dimensions.
HOG+GSS. Feature combination is a common strategy in
previous smile detection work (PHOG+Gabor, see [18]). In
addition, there is an important fact that HOG and GSS in
our experiments have the same parameters, which means that
the combination of these two features takes approximately
the same time as computing GSS or HOG alone. Howev-
er, PHOG and Gabor are two types of different features with
nothing in common, so there are few techniques to employ to
reduce the computation time.

At last, four-fold cross validation is adopted and can be
briefly described below. All images in GENKI4K are divided
into four heaps with the same ratio between non-smile and
smile faces. Each time select one distinct heap for testing and
use the other four heaps for training. This procedure is then
repeated three times.

5.3. Results and Analysis

Detailed experimental results are shown in Table I and Table
II. Exhaustive analysis are made based on the observations of
the results.

Table I illustrates the results of baseline feature extrac-
tion approaches using eyes alignment and eyes-mouth align-
ment strategies. The common point is that the performances
of baseline methods have significantly improved when using
eyes-mouth alignment strategy. This indicates that informa-
tion in the region of the mouth is very important for con-
structing an efficient smile detector. In addition, in image
registration methods, the eyes-mouth alignment one is better
than eyes alignment one. Therefore, in latter experiments, we
adopted the eyes-mouth registration method.

Table II. Experimental results of smile detection compared
with baseline approaches.

Approach Accuracy (%)Feature Dimension Classifier

Gabor 500 AdaBoost 92.11±0.48
23,040 SVM 93.81±0.36

LBP 500 AdaBoost 89.94±0.43
944 SVM 90.48±0.86

GSS 500 AdaBoost 84.69±0.61
726 SVM 87.74±0.57

HOG
500 AdaBoost 92.48±0.74

4,464 SVM 93.83±0.39
500 AdaBoost+SVM 94.58±0.55

HOG+GSS
500 AdaBoost 92.88±0.53

5,190 SVM 94.58±0.62
500 AdaBoost+SVM 95.13±0.95

Table II demonstrates the smile recognition rates of our
proposed GSS features with baseline methods. It’s easy to
find that, specified to any type of features, SVM performed
better than AdaBoost. This suggests that SVM classifier is
more suited for practical smile detection tasks than AdaBoost.
When using the same classification method, SVM or Ad-
aBoost, the order according to performances is: HOG+GSS
> HOG ≈ Gabor > LBP > GSS. We can conclude that (1)
feature combination strategy is beneficial for improving the
performance of a smile detector; (2) HOG and Gabor perfor-
m comparably, but in both dimensionality and computational
complexity, HOG owns superior performances; (3) GSS
achieves the smile recognition rate of 87.74%, which implies
its efficiency for real-world smile detection tasks. In the end,
together two traditional and famous classification method-
s contribute to the performance of the final smile detector,
which indicates that multi-classifier combination is also very
important for better performance. What’s more, AdaBoost’s
ability of selecting discriminative features is powerful.

6. CONCLUSIONS

Smile detection has been widely applied in real-world appli-
cations, the performance of which directly decide the effects
these applications. This paper firstly compares two different
image registration approaches, the results of which show that
mouth alignment is important for a smile detector. In addi-
tion, a new feature named GSS is proposed for practical s-
mile detection. The combination of GSS and HOG achieve
improved smile recognition rate when compared with oth-
er baseline feature extraction approaches, which implies the
effectiveness of GSS features. Further more, to construc-
t a more efficient smile detector, a multi-classifier strategy
is adopted. The final smile detector using GSS+HOG with
AdaBoost+SVM outperformed state-of-the-art on the uncon-
strained GENKI4K database.
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