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Abstract 
 

Trajectory analysis is very important to human 

behavior-analysis for video processing based smart 

surveillance systems. It has a challenge that human 

trajectory has no prior model and needs to online 

learning and updating, while interaction between 

targets complicates the problem. This paper describes 

a novel integrated framework for multiple human 

trajectory detection, learning and analysis in 

complicated environments. First a modified feature-

spatial representation (MFSR) for Cam-Shift tracking 

algorithm is proposed to obtain trajectories. Then, a 

piecewise multilevel learning method is adopted to 

learn the trajectory patterns by using spectral 

clustering and Hidden Markov Model. Finally a 

cascade detector is established for anomaly analysis 

based on learning information, which allows obviously 

abnormal trajectories to be quickly deviated from 

normality. Our framework is demonstrated good 

results by lots of experiments and can be applied in 

further selective video analysis. 

 

 

1. Introduction 
 

Nowadays social unstable factors are increasing and 

people's security awareness is enhancing, surveillance 

systems are already increasingly commonly used 

everywhere. Also functions of the surveillance system 

have changed from some original video signal process 

to achieving automatic detection, target tracking, and 

the relevant behavior analysis. Trajectory analysis has 

become a hot research field in recent years. It has been 

applied mainly for vehicles and pedestrians research to 

get the understanding of the behavior or semantic 

scene[1][2]. 

The common method of trajectory analysis can be 

divided into template matching based method [3] or 

clustering based method, which is the main method. In 

general procedure, the obtained trajectories are 

clustered into some classifications trained for the 

anomaly analysis. Some methods have been used such 

as improvement AVQ [4], similarity measures[5] and 

MDS[6]. 

Unfortunately, the methods proposed above just 

considered simple behaviors and all of them have a 

prerequisite that the trajectories are easily obtained. 

Obviously, interaction between targets, which is very 

common in real world, should not be ignored under the 

widely used single-camera surveillance system. There 

is not an integrated framework for trajectory analysis  

from trajectory obtaining to anomaly detecting. 

In this paper, we present a novel method aiming at 

the multi-target trajectory processing in complicated 

environments using a single camera. 

Figure 1 shows the framework of our method, 

which is constituted of three blocks describing the 

detection, learning and analysis of the multi-human 

trajectories successively. First, blue block obtains the 

multiple human trajectories using a modified feature-

spatial representation (MFSR) for Cam-Shift tracking 

algorithm. In red blockÈan innovative algorithm is 

formed to model human trajectory called the piecewise 

hierarchical learning algorithm, which is an offline 

training procedure. At last, the yellow block shows 

how the abnormal trajectories are detected online by 

the maximum likelihood estimation, where the cascade 

classifier is used for decreasing calculation. In the 

following sections, more details of the framework are 

provided. 
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Figure 1. General framework for trajectory detection, learning and analysis. Trajectories are
obtained in tracking phase, clustered and modeled during the learning phase. In online analysis
phase, the abnormal trajectories are detected.

And our candidate MFSR in scale k becomes:

1\(y) = Cp I:1 8 [b(x,)-u]rr~1 ¢j")K(llxi
- Y~~) - Zj 11\ (4)

where Zj specifies the center of block j , he})

denotes the range of decay for the i" block. And

{Xi} i=l. ..N are normalized pixel locations in the target
candidate region. Function b(.) maps a pixel to its
feature value. Kernel K(.) is an original formulation[6].

A target candidate centered at location y IS

characterized by its color histogram:

q = {qu }U=12 m whereL~=1 qu = 1 (1)

p(y)={pu(Y)}U=I,2,...m whereL~=IPu(y)=1 (2)

The color probability distribution map Pcolor(X,y) is
got in HSV color space, then the most probable
motion Pmotion(X,y) is detected by parameter estimation
and compensation for affine motion between former
and later frames. So probability distribution map can be
demonstrated as P(x,y) = Pcolor(X,y) *Pmotion(X,y) .

Each target is first segmented into M 1 blocks in
coarse scale, called scale 1. If occlusion situation is
serious that all blocks happen, the segmentation on it
will be operated in finer scale. For scale k, each block
is {Bk) , } = 1,2,3, .. .,Mk } . Here k is determined by the

degree of occlusion bdegree • The more serious the

occlusion, larger bdegree is, and the more blocks are got.
Since the occurring probability of the serious occlusion
situations is relatively small, this modification will
reduce the computation time, and make the tracking
procedure selective attentive.

Now the lj/(x) in scale k on a target can be
formulated as the sum of weights of x in all the

Ilk M blocks:
1 k

2. Modified feature-spatial representation
(MFSR) for Cam-Shift Tracking

The first procedure is to obtain the trajectories with
the help of tracking in multi -target environment. In this
issue partial occlusions will be one of the critical
challenges. Occlusions disrupt the appearance of
tracked targets and complicate the tracking problem.
Here a MFSR for Cam-Shift tracking is formed to
solve the interaction problem between targets. The
adaptive feature-spatial representation (FSR) is
demonstrated by Liu et al[7], solving some problems
in a single target tracking such as target deformations
and partial occlusions.

2.1. Overview of FSR

Obviously, if a part of a human body is occluded by
others, the part's reliability must be smaller than the
rest part. In a word, the values of pixels at the same
location may give different contributions to the target
overtime. In FSR, a target is divided into M blocks
{Bj,} = 1,2,3, .. .,M}. And the corresponding weights of
each block are different and computed by a specific
spatial weighted kernel. By FSR, the block will be
ignored by the Mean-Shift tracker when it is occluded,
while reliable located ones will get larger weights. The
weight function lj/(x) is joined to make it adaptive.

FSR has brought one situation of increasing the
calculation and cannot fit for real-time analysis in
multi-target tracking, because all targets will be divided
into blocks simultaneously. Besides, the color
representation is not enough to deal with the situation
of some people wearing clothes in similar color.

2.2. Formulation of MFSR

In our MFSR method, multi-scale segmentation is
proposed to solve the calculation problem. Meanwhile
we adopt the idea of multi-feature fusion[8] which is
suitable for multiple human scenes.
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And 
jI  is determined by the target region and the 

candidate region, used to smooth the sudden variation 

of the two region.  

 

2.3. Cam-Shift tracking based on MFSR 
 

The Mean-Shift vector can be derived as follows: 
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where (.) (.)g N � .  

Then whole Cam-Shift algorithm can be described 

in Table 1. 

Table 1. Cam-Shift algorithm with MFSR 

Initialization: For each target: build the probability 

distribution map   of target and set the parameters of 

Mean-Shift searching window. 

Iteration: For 1, ,t T !  

1. Compute candidate ( , )P x y . 

2. Segment target in 
1M  blocks

1 1{ , 1,2,3, , }jB j M !
. 

3. Determine the k   by 
degree

G  and re-segment target 

to  
k

M  blocks. 

4. Run Mean-Shift process and get the new 

information of searching window, which is the 

initial value in the next frame. 

 

3. Unsupervised learning 
 

A trajectory ^ `i tR r , where � �, , ,
T

t t t t tr x y u v ª º¬ ¼ , 

demonstrates all activity history, which contains some 

cues such as location, velocity, time. So in our 

piecewise hierarchical learning algorithm, the 

trajectories are learned piecewise by two levels called 

Spatial level and Temporal level. 

 

3.1. Piecewise algorithm 
 

The first procedure is to make the trajectories in 

segmentations by locating the points of interest (POI) 

[9] in the image plane. The three types of POI: entry, 

exit, and stop, actually mean the important positions in 

a scene. The POI can be obtained by a 2D mixture of 

Gaussian zone modeling process.  

After this operation we can get the origin and 

destination information for trajectories and segment 

them into k parts by the stop nodes. So the 

trajectory
i

R is described as^ `, 1, ,ikR k K ! . 

 

3.2. Two-level hierarchical learning 
 

Spatial level can evaluate the trajectory prototypes 

by synthesizing trajectories in models while ignoring the 

intrinsic variations of each individual one. Spectral 

clustering is used in this level for classifying the 

trajectories in several typical prototypes. The similarity 

matrix ^ `ij
W w  is founded from the trajectory 

distance 
ave

D  by using the Gaussian kernel equation: 

 
2 2( , )/2ave ik jkD R R

ijw e
V�  (6) 

where � �,
ave ik jk

D R R  is the distance between trajectory 

i
R  and

j
R , which can be defended as: 

� � � � � �� �, , , 2ave ik jk ik jk jk ikD R R D R R D R R �   (7) 

As the lengths of trajectories are different because of 

the different duration of each trajectory, a kind of 

normalization technique is integrated to solve this 

problem.  

The next step is to compute the normalized 

Laplacian matrix: 
1/2 1/21L D WD
� � �   (8) 

with the D the diagonal degree matrix with elements 

the sum of the same row in W. A new NhW matrix, U 

is built using the first K eigenvectors of L as columns. 

Then cluster the rows of U using k-means. 

Temporal level provides a more accurate description 

about the manner in which the targets are moving. And 

the probabilistic models for the human trajectories are 

got by using of Hidden Markov Model (HMM).  

The HMM � �, ,n n nA BO S , where 1, ,
r

n N !  , 

means the number of the activities one trajectory has, is 

represented after some learning from the past trajectory 

training database.  

The Q h Q state transition probability matrix 

^ `ij
A a   

where 1( )ij t ta p q j q i�     (9) 

The observation probability distribution ( )
j

B b f  

where 

( ) ( , , )j j jb f G f P ¦  (10) 

stands for the Gaussian flow f distribution of each 

of the 1,...,j Q states of unknown mean j
P and 

cowariance j¦ . 

This HMM is a left-right hidden Markov model, in 

which 0ija  , for j i� . And � can be defined as 

0

1
( ) p j

j e
C

]S �  1,...,j Q  (11) 
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C is a normalization constant for ensuring the valid 

probabilities. 
p

]  is a user defined weight. 

The probabilistic models are finalized after both the 

transition probabilities A and the action states which 

define B is learned.  

With this process the observation sequences of 

trajectories can be represented in details. 

 

4. Online anomaly analysis 
 

Piecewise hierarchical learning information is used 

to establish a cascade abnormal trajectory detector 

combining increasingly more complex classifiers, 

which is established by the obvious level of the 

abnormal trajectory [10]. It allows abnormal 

trajectories to be quickly detected while spending more 

computation on promising normal-like trajectories.  

Table 2. Online cascade detecting algorithm 

Initialization  

For each target,  set classifier ( 1,2,3)jc j   and define 

the value of each threshold. 

1
1

1 the value of the feature  fits the classifier 

0 otherwise

f
c

­°
 ®
°̄

 

min
2

1

0 otherwise
ave aveD

D
c

G­ d°
 ®
°̄

 

� �max1 |  

0 otherwise
ik n Lik

j

Lik R
c

O G­ t°
 ®
°̄

 

Iteration 

for  1:k K do 

        Input trajectory 
ik

R  

      for 1,2,3j  do 

            Compute  feature
j

f ; Compute 
jc ; 

             If  0
j

c   then output 
i

R  as an anomaly 

      end 

end 

 When persons are walking into the monitoring area, 

MSFR tracking procedure will obtain their trajectories 

and a piecewise process will begin. The first detector 

judges ever whether its POI nodes are right or not. And 

the trajectories with wrong POI are outputted the 

detector. 

The rest trajectories will enter the second detector 

which using minimum distance as its feature. If 

minave aveDD G! , this trajectory is judged as an abnormal 

one. The last detecting process is related to maximum 

likelihood estimation: 
* arg max ( | )n

n

P R O/   (12) 

If maximum likelihood � �max|ik nLik R O  is smaller 

than the threshold
Lik

G , the trajectory 
i

R is considered 

as an anomaly. And Table 2 presents the  cascade 

detecting procedure. 

 

5. Experiments and Discussions  
 

Our algorithm is tested with 5 real videos in 

complicated environments: a few people with 

interaction appear simultaneously in an indoor ATM 

room. And we use almost 9000 frames for the normal 

trajectory model testing. In the experiment, the degree 

of occlusion 
deg reeG  is set by the number of blocks 

whose weights are zero in last layer, and each threshold 

is obtained in former experiment. 

Figure 2 shows different kinds of anomaly detection 

results in three videos. Each abnormal target was 

marked by red circle as soon as  been detected. Video 1 

shows a prowler walking around the line. Video 2 

detects the activity of peeping and leaving before using 

the ATM. And video 3 describes a situation of jumping 

the queue. 

In Figure 2, the frame 966 in video 1 has an 

occlusion situation, the target in blue circle was 

blocked by her partner.  Frame 1358 and frame 1412 in 

video 1 show the more serious occlusion situations.  In 

these two scenes, we can hardly see the girl behind the 

man wearing black T-shirt, but trajectories are still 

obtained continuously by using the MFSR Cam-Shift 

tracking process. But the FSR method cannot keep 

rapid tracking thus the trajectory analysis cannot 

proceed.  

Table 3. Comparison with original FSR 

Algorithm 

Time Efficiency/ms 

Precision 

V1 V2 V3 V4 V5 

MFSR 131 126 129 141 135 94.5% 

FSR 189 132 144 148 136 83.9% 

It can be found that our algorithm shows a better 

performance than the original FSR tracker. Table 3 

presents the average time required for each target and 

precision of two methods, proving our algorithm can 

guarantee an online analysis.  
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Figure 2. The experimental results. Red trajectories are abnormal and green ones are normal. Blue 
circle is the deformational target and purple one represents the more serious situation. 

 

6. Conclusions 
 

In this paper we describe a novel integrated 

framework from human trajectory detection to anomaly 

analysis in complicated environments. It is worth 

mentioned that we integrate the MFSR tracking 

algorithm solving interaction problem between targets 

and   establish a cascade anomaly detector using the 

information by a piecewise two-level unsupervised 

learning procedure. Our lots of experiments make good 

presentations for real-time trajectories obtaining of 

multi-target and show that our algorithm achieves rapid 

anomaly detecting in complicated environment. Since 

the framework is self-learning and unsupervised, the 

general method can be imbedded in surveillance 

systems for further human action analysis. 
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