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 Abstract – In this paper, we present a method of modeling 
facial expression space for facial expression recognition by fuzzy 
integral. In traditional expression recognition methods using 
shape features, there are problems in describing both the 
uncertainty in facial expression classification and the relationship 
between facial features and facial expressions. Using facial 
expression space model, those problems can be solved easily. 
Firstly, we use values of fuzzy integral in different facial 
expression spaces to describe the uncertainty of facial expression. 
Secondly, by the fuzzy measure automatically constructed in each 
facial expression space, we deal with different effects of facial 
features for facial expression classification. Experiments show 
this method has a good ability of describing the uncertainty of 
facial expression and acquires good results of classification. 
 
Keywords – Facial Expression Recognition, Facial Expression 
Analysis, Fuzzy Integral, Fuzzy Measure 
 

I.  INTRODUCTION 

 Facial expression plays an important role in cognition of 
human emotion. For natural and harmonious human-robot 
communion, it is essential to understand human intent 
effectively. Facial expression recognition is the base of 
emotion understanding. At the same time, it is an effective 
way for understanding human emotion. Human brain can 
recognize facial expression just by facial shape features [1,2]. 
Shape features have some characteristics: the dimension of 
feature vector is small and the computational complex of 
training and recognizing is low. The aim of this paper is to 
design a new algorithm that can use shape feature’s 
characteristics effectively and give a good description of 
expression uncertainty.  

There have been more than 20 years since the facial 
expression recognition was primarily a research subject for 
computer science [3]. The method of facial expression 
recognition based on shape feature is always an important 
research subject. The traditional methods use the characteristic 
that the shape feature dimensionality is small [4,5,6]. 
Algorithms those methods used are simple. Recent methods 
adopt some complex algorithms [7,8,9,10,11]. But most of 
those methods use shape features to recognize Action Units 
(AU) [12,13]. There are two problems in using shape feature 
to recognize facial expression. Firstly, the uncertainty is a 
remarkable characteristic of facial expression recognition. The 
uncertainty of facial expression is that one expression belongs 
to several expression classes with different possibilities. 
Therefore, the description of uncertainty should base on the 

result of classification. Secondly, the movement scope of 
different features is different; such as the movement scope of 
mouth features is lager than that of eye features. At the same 
time, different expressions cause different facial movements. 
How to use those two characteristics will affect results of 
facial expression classification. 

This paper designs a method of modeling facial 
expression space for expression recognition by analyzing 
above problems. Firstly, we use an automatic method to 
construct fuzzy measures on each facial expression space. 
Those fuzzy measures are models of expression spaces and 
describe different facial movements caused by different 
expressions. Secondly, the values of fuzzy integral computed 
on each expression space are regarded as possibilities of 
different facial expressions for an input sample. Therefore, 
with those values of fuzzy integral, our algorithm gives a 
method for describing uncertain facial expression. 

This paper is organized in the following manner. Section 
II will describe the theory of fuzzy measure, fuzzy integral and 
how to use fuzzy integral to classify. Section III provides our 
method of shape feature extraction and representation. The 
method of modeling facial expression space will be shown in 
section IV. Section V describes the technique of facial 
expression recognition using the model of expression space. 
Experimental results are shown in Section VI. Finally, 
concluding comments are covered in Section VII. 

II. FUZZY MEASURE AND FUZZY INTEGRAL  

Fuzzy integral is a method of evidence fusion [14,15]. It 
nonlinearly combines objective evidences. Underlying the 
concept of fuzzy integral is that of fuzzy measure. Here, we 
first show the definition of fuzzy measure. 

A fuzzy measure g  defined on X  is a set function 
( ) [ ]1,0: →XPg  satisfying the following axioms: 
1) ( ) 0=Φg , ( ) 1=Xg . 
2) ( ) ( )BgAgBA ≤⇒∈ . 
3) ( ) ( )iiii AgAg ∞→∞→ = limlim , if { }∞

=1iiA  is an increasing 
sequence of measure sets. 

( )XP indicates the power set of X . Starting from this 
definition, Sugeno [16] introduced a so-called λg  fuzzy 
measure that satisfies the following additional property: 

( ) ( ) ( ) ( ) ( )BgAgBgAgBAg λ++=∪                                       (1) 
for all XBA ∈,  and Φ=∩ BA , and for some .1−>λ  In general, 
the value of λ  can be determined owing to the boundary 
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condition of the λg  fuzzy measure. Let X  be a finite index set 
( )nxxX ,...,1= . This condition reads as ( ) 1=Xg , hence, the value 

of λ  is determined by solving the following: 

( ) ( ) 
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Put it equivalently, 
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where ( )+∞−∈ ,1λ , 0≠λ  and ig  is the value of the fuzzy 
density function, { }( )i

i xgg λ= . The values can be interpreted as 
the degrees of importance for the corresponding sources of 
information ix . The solution can be easily obtained. With the 
root of ( )λG , the density of any set { } XxxA ana ∈= ,...,1  can be 
calculated by 
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Fuzzy integral is integral of a real function with respect to 
a fuzzy measure. The fuzzy integral of function h  computed 
over X  of the function h  with respect to a fuzzy measure g  
is defined in the form 

( )( ) ( )( )( ) ( )( )∑∫
=

−−=
n

i

iii

X

Agxhxhgh
1

1                                       (5) 

where ( )i•  indicates that the indices have been permuted so 
that ( )( ) ( )( ) 1...0 1 ≤≤≤≤ nxhxh . Also ( ) ( ) ( ){ }nii xxA ,....,= , and 

( )( ) 00 =xh . Thus the calculations of the fuzzy integral with 
respect to a λg  fuzzy measure can be realized once we 
provided with the values of the density function ig  available 
for individual points. 

There are many papers using fuzzy integral for problems 
of classification [10,17,18]. In any case, the classification 
problem is as follow: Let { }MCCC ,...,1=  be a set of classes of 
interest. Let ( )nxxxx ,...,, 21= , where n  is the dimension of 
feature vector, be a set of groups of features for the 
recognition of a particular class mC . Here, a group of features 
also includes a singleton. Let Q  be the object under 
consideration for recognition. Let [ ]1,0: →xhm  be the partial 
evaluation of the object Q  for class mC , that is, ( )im xh  is an 
indication of how certain we are in the classification of object 
Q  to be in class mC  using the group ix . Now corresponding to 
each ix  the degree of importance, { }( )im

i
m xgg = , for class mC , 

must be given firstly. Where mg  is fuzzy measure defined on 
class mC . With density function, we can give the classification 
algorithm by fuzzy integral. 

BEGIN classification 
  DO for each class 
   DO for each group of features x  
    calculate ( )xhm  

    determine ( )xgm  
   END DO 
   calculate mλ  
   compute fuzzy integral 

  END DO 
END classification 

The key problem of classification using fuzzy integral is 
the calculation of density function. Density function describes 
the effect of different attribute for each class. It can be 
regarded as the model of class space. If density function is not 
correct, the result of classification will be bad. In the 
following, we will give an effective method of calculating 
density function. 

III. SHAPE FEATURE EXTRACTION AND REPRESENTATION 

This section describes the feature vector construction used 
in this paper and the method of feature representation. We use 
Active Appearance Models (AAM) [19,20] to extract facial 
key points. In our performance, we use 53 key points. Fig. 1 
shows a result of feature extraction. Based on the idea of AU 
[21], facial expression can be decomposed as some basic 
action units. We select basic facial movements of six kinds of 
basic facial expressions shown in Table I. And we design the 
shape feature vector for classification by those basic 
movements (shown in table II). 

After feature extraction, feature vectors will be 
normalized. In this paper, normalization is constituted with 
two parts. Firstly, we use two eye inner corners and philtrum 
to normalize any expression image of one person with his 
neutral expression image. Secondly, we use those three points 
to construct a coordinate. The line, which is across the two eye 
inner corners, is x-axis. The middle point of two eye inner 
corners is origin. The distance between two eye inner corners 
is the unit length of horizontal direction, and the distance 
between philtrum and the line of two eye inner corners is the 
unit length of vertical direction. With this coordinates, we can 
normalize any two images. 

We regard density function as the model of facial 
expression space, because it is defined on special expression 
class space and reflects the characteristics of this subspace. 
How to calculate density function is the key problem of 
recognition using fuzzy integral. It can be either estimated 
subjectively or obtained from the training data [22]. In this 
paper, we use Adaboost [23] and the estimate of error rate of 
classification to estimate densities. 

TABLE I 
MOVEMENT FOR FACIAL EXPRESSION 

Anger Eyebrows down and squeezed, eyes widened, lips tightened 
Disgust Eyes narrowed, mouth open, lip corners pushed down and inward 

Fear Eyebrows up and squeezed, eyes narrowed, mouth open 
Sad Eyebrow inner corners raised, eyes narrowed 

Happy Eyes closed, mouth widened, lip corners pushed up and outward 
Surprise Eyebrow up, eyes widened, mouth widened 
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Fig. 1 The result of feature extraction 

 

TABLE II 
SHAPE FEATURE VECTOR 

1 The displacement of left eyebrow inner corner in vertical direction 
2 The displacement of left eyebrow middle point in vertical direction 
3 The displacement of right eyebrow inner corner in vertical direction 
4 The displacement of right eyebrow middle point in vertical direction 
5 The distance between left eyebrow and right eyebrow 
6 The height of left eye 
7 Left upper eyelid middle point’s displacement in vertical direction 
8 Left lower eyelid middle point’s displacement in vertical direction 
9 The height of right eye 

10 Right upper eyelid middle point’s displacement in vertical direction 
11 Right lower eyelid middle point’s displacement in vertical direction 
12 The width of mouth 
13 The height of mouth 
14 The displacement of left mouth corner in vertical direction 
15 The displacement of right mouth corner in vertical direction 
16 The displacement of upper lip middle point in vertical direction 
17 The displacement of lower lip middle point in vertical direction 
18 The displacement of left mouth corner in horizontal direction 
19 The displacement of right mouth corner in horizontal direction 

IV. MODELING FACIAL EXPRESSION SPACE 

Adaboost is a learning algorithm that selects a small 
number of weak classifiers from a large weak classifier pool. 
Adaboost sorts weak classifiers by ability of classification. 
Therefore, we can use Adaboost to sort attributes by their 
effect for special expression class. The details of attribute 
sorting with Adaboost algorithm is showed as follow: 

Given ( ) ( )mNmN yxyx ,,...,, 11 ; Xxi ∈ , { }1,1−∈iy  for class mC  

Initialise weights ( )
mN

nD 1
1 =  

For Ii ,...,1=  

1. Find ( ) ( )













−== ∑

=

mN

n

n
m
nnijj

jh

m
i xHynDH

1

1
2
1;minarg ξξ  

2. Set 






 −=
i

im
i ξ

ξα 1log
2
1  

3. Update ( ) ( ) ( )( )
i

n
m
in

m
ii

i Z
xHynD

nD
α−

=+
exp

1 , where tZ is 

normalization factor so that 1+iD  is a PDF. 

Output the final coefficient m
iα  

Here, ( )[ ]TxfsignH att −=  is just threshold-type weak classifier, 
whose output is Boolean value. Where ( )xfatt  is the attribute 

value of shape feature vector and T  is a threshold. I equals to 
the dimension of feature vector (It is 19 in this paper).  The 

m
tα  is reliability coefficient, which represents dynamically 

elicited knowledge that reflects the confidence of each 
attribute for class mC . 

We use the k-nearest neighbors to get the estimate of the 
error rate for each class. A facial expression is confusable with 
some expressions, but entirely different with the others. For 
example, anger is confusable with disgust, but not confusable 
with happy and surprise. Therefore, we use a set of error rates 
for each class to estimate the final error rate. Firstly, we group 
a class set, { }m

mn
mm SSS ,...,1= , which element is a set of classes, 

for class mC . A class set at least includes one element, which 
is comprised of all classes (six classes in this paper). And the 
other elements in class set are comprised of class mC , other 
classes confused with class mC . For example, the class set of 
class anger is comprised of two elements, { }ananan SSS 21 ,= . anS1  
includes six classes and anS2  includes two classes: class anger 
and class disgust. Secondly, for each element, m

nS , of class set 
for class mC , we calculate the error rate of classification, 

( ) ( ) ( ){ }jm
n

jmjm εεε ,...,1= , for all attributes, where n  is the 
dimension of feature vector and mnj ≤≤1 . Then we calculate 
the average of error rate, { }m

n
mm εεε ,...,1= , on class set as the 

error rate for classification of attribute about class mC , where 

( ) m
mn

j

jm
i

m
i n∑ =

=
1

εε . With m
iα  and m

iε , we can use (6), 

mentioned in [10,24], to estimate i
mg  of class mC . 
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When 1
1

≥∑
=

n

i

ig and n  is big enough, the root of ( )λG  may 

be very close to –1. For the limitation of the precision range of 
computer capability, the output root will be –1 in some cases. 

If 1
1

<∑
=

n

i

ig , the root of ( )λG  will be in the open interval ( )+∞,0 . 

Then we use (7) to estimate densities. 
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Each set of densities is calculated on special class. It 
describes the characteristics of a subspace, where an 
expression class locates, of feature vector space. So we regard 
them as a model of facial expression space. 

V. FACIAL EXPRESSION RECOGNITION BY FUZZY INTEGRAL 

To use fuzzy integral for recognizing facial expression, 
we need a set of classifiers. In this paper, the fuzzy C-means 
clustering (FCM) algorithm [25] is used to design those 
classifiers. FCM can partition a data set of attribute into n  
fuzzy clusters. The partitioning is based on a least squares 
minimization of the fuzzy within-group objective function. 
The FCM adopts Euclidean distance to measure the degree of 

Authorized licensed use limited to: University Town Library of Shenzhen. Downloaded on July 23,2010 at 12:42:33 UTC from IEEE Xplore.  Restrictions apply. 



the membership. It doesn’t consider the covariance of class. 
With different covariance, a point has a bigger distance with a 
class, but it may be have a higher probability with this class. 
So we adopt the Mahalanobis distance [26] as the measure of 
distance and change the objective function of FCM: 
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where M  is  the number of classes, N  is the number of 
training data, l

ix  is the thi  attribute of the thl  sample, m
iv  is the 

center of the thm  class for the thi  attribute, m
is  is the 

covariance of the thm  class for the thi  attribute, i
mlu  is the 

degree of membership for the thi  attribute of the thl  sample in 
the thm  class. The degree of membership is calculated by (9), 
and the center and the covariance of every class are updated 
by (10) and (11). 
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For a new sample, we can use (9) to calculate its degrees 
of membership for each class. Then the integral function is 

( ) ( )xxh i
mim µ= . 

With ( )im xh  and the density function, the value of fuzzy 
integral can be computed by (5) easily. For a face image, we 
first extract its features and construct its shape feature vector, 
and then calculate its degree of membership of each class for 
every attribute by FCM. Using the results of FCM and the 
densities of all classes, the values of fuzzy integral for each 
class are computed by (5). Those values are regard as this 
image’s possibilities of each class. For classification, we just 
select the class whose value of fuzzy integral is maximal as 
the expression label for inputted face image. Fig. 2 shows the 
architecture of our expression recognition by modeling facial 
expression space.  

VI. EXPERIMENTS 

In this paper, the expression modeling is defined as a six-
class problem of anger, disgust, fear, sad, surprise and happy. 
The expression databases used in our experiments are JAFFE 
database [27] and FGnet facial expression database [28]. The 
experimental results are comprised of two parts. Densities of 
all classes will be shown firstly. And then, some results of 
classification will be shown. The training data of fuzzy 
measure estimating are same with the FCM. 

Fig. 3 shows density functions of six basic expression 
classes. Training samples come from FGnet expression 

database. The number of train sample for each class is 600. As 
we mentioned in section II, the density i

mg  describes the 
degree of importance of the thi  attribute for the thm  class, and 
it reflects the degree of the importance of the thi  attribute for 
the thm  class. From Fig. 3, we can see that an attribute, which 
has a bigger value of density, for an expression class is 
included in the movements caused by this expression. In 
another word, the result shown in Fig. 3 is corresponding with 
Table. I perfectly. As we mentioned, ( )Agm  indicates the 
degree of importance of an attribute set for thm  class. In Fig. 4, 
we select some attribute sets and calculate their densities for 
six basic expression classes. The results are corresponding 
with Table. I perfectly, too. 

The PCA algorithm is employed for comparative 
evaluation with our algorithm. Table. III show the results of 
classification on two expression databases. The feature of 
PCA is same with our algorithm. For JAFFE database, we use 
all images as test sample. For FGnet database, we select 3000 
images as test sample. The result on FGnet database is better 
than the result on JAFFE database. It is because the 
expressions of test images selected from FGnet are clearer 
than those ones of JAFFE database. Fig. 5 shows the average 
correct rate of six categories. The reason that the happy and 
the surprise have better correct rates is that happy and surprise 
is not confused with other expressions. 

TABLE III 
EXPERIMENTAL RESULTS OF CLASSIFICATION ON TWO DATABASES 
 JAFFE FGnet 

Our Method 83.2% 91.6% 
PCA 74.7% 85.6% 

 
Fig. 5 Correct rate of two methods for six expression classes 

The main aim of this paper is giving a reasonable 
description of expression uncertainty. There are semantic 
ratings averaged over 60 Japanese female subjects for each 
image in JAFFE database. We compare those semantic ratings 
with values of fuzzy integral in Fig. 6. The blue histogram 
(fuscous one in print document) is values of fuzzy integral and 
the gray histogram is semantic ratings in JAFFE database. 
And possibilities calculated by our method have similar 
distribution with those semantic ratings.  

VII. CONCLUSIONS 

In this paper, we start from the uncertainty of expression 
and different facial movements caused by different 
expressions, and model each facial expression space by fuzzy 
measure for classification. Experimental results show that our 
method has good results of classification and present a 
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reasonable description of expression uncertainty. Although 
this paper focuses on facial expression recognition problems, 
the framework can be used in other multi-class pattern 
recognition problems too, if the dimension of feature vector is 
low. 

However, there still has a shortcoming waiting to be 
overcome. The negative expressions have worse correct rate. 

The reason is that a negative expression is confusable with 
another negative expression, but not confusable with a positive 
expression. In future work, we will use the ideal of grouped 
feature to design a hierarchical classifier to overcome this 
shortcoming. 

 

 

 

 
 

 
 

 
 
 
 
 
 

Fig. 2 Architecture for expression recognition by modelling facial expression space 
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Fig. 3 Density functions for six basic expression classes. 

 
Fig. 4 Densities of attribute sets 
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Fig. 6 The comparative results of possibilities and semantic ratings 
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