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Abstract—Human body detection and localization is an es-
sential capability of an autonomous mobile robot which works
in the human-robot interaction (HRI) environments. However,
due to field of view (FOV) limitations, it is hard to detect all
human bodies around a mobile robot by using a conventional
camera, and distances between robots and human bodies are
also difficult to estimate. In this paper, we propose a novel
omnidirectional visual system to locate positions of human bodies
for an autonomous mobile robot. Firstly, a handy fitting shape
based method (FSM) is presented to remap a omnidirectional
image to a bird’s eye view image. A new bird’s eye view image
segmentation algorithm, which is inspired by image pyramids,
is used to split obstacle objects and ground plane. Secondly, a
shape-based human body detector is implemented in unwrapped
omnidirectional images to locate regions of human bodies. These
human body detection results are combined with bird’s eye view
image segmentation to distinguish human bodies from other
obstacle objects. Experiments show that our system performs
well in human-robot interaction environments.

Index Terms—Omnidirectional vision, human body detection
and localization, bird’s eye view image segmentation.

I. INTRODUCTION

In recent years, the omnidirectional camera is widely used
in visual based robot navigation and localization, which is
due to the large field of view [1-4]. The theoretical model of
omnidirectional cameras was discussed in [5], [6]. From these
previous works, it can be seen that the omnidirectional image
has a relationship to the ground plane, and distances from
mobile robots can be estimated by using an omnidirectional
camera. The bird’s eye view image is an important transforma-
tional image of an omnidirectional image. A projection model
for bird’s eye view images transformation was proposed in [3].
However, it is only suitable for the single projection center
omnidirectional cameras.

Motion detection and tracking by using the omnidirectional
camera is also developed in these years [7], [8], [9]. Due to the
omnidirectional camera with a 360-degree field of view in the
ground plane, the robot which is equipped with an omnidirec-
tional camera is able to acquire the whole visual information
around itself at the same time. It is very appropriately used
to detect all human beings around the robot in human-robot
environments. Human bodies can be split from omnidirectional
images by human motion information [7], [8]. However, the
motion of omnidirectional cameras is limited in these works.
Human body detection in a single frame omnidirectional image

is introduced for mobile robots. The local feature based method
performs well in the task of human body detection [10], [11],
[12], [13]. The feature around a point of interesting on human
silhouette is transformed to a nth vector by using shape-
contexts descriptor [9], [12]. Some feature vectors are picked
out as template through feature selection to detect regions of
human bodies from a single frame image.

In this paper, a human body detection method based on local
shape is implemented to detect human body regions in un-
wrapped omnidirectional images. A handy fitting shape based
method (FSM) is presented to transform an omnidirectional
image to a bird’s eye view image. A new bird’s eye view
image segmentation algorithm is proposed to split obstacle
objects and ground plane. Human body localization results are
obtained by using human body detection results and bird’s
eye view images segmentation, and human body localization
results can be used to estimate distance from mobile robots in
human-robot interaction environments.

The rest of this paper is organised as follows: Two important
transformations of an omnidirectional are illustrated in section
II. Human body detection is described in Section III. Human
body localization is introduced in Section IV . Experiments
analysis is in Section V, and Section VI is conclusions.

II. OMNIDIRECTIONAL IMAGE TRANSFORMATIONS

The omnidirectional camera is composed of a CCD camera
and a convex mirror. Since the omnidirectional image is
distorted and circular, it is difficult to directly analysis and
processing [5]. Two main geometry transformations of the
omnidirectional image are necessary in our omnidirectional
visual system.

A. Unwrapping the omnidirectional image

The omnidirectional image is a circular image because
of the shape of convex mirror. The unwrapped omnidirec-
tional image is a rectangle image which is a normal view
of the omnidirectional image. The unwrapping operation of
an omnidirectional image is a coordinate transformation from
polar to Cartesian. A pixel in unwrapping image has its
corresponding pixel in the original omnidirectional image,
O(xn0, yn0) → O(xm0, ym0), P (xn, yn) → P (xm, ym), as
shown in Fig.1.

The geometry relation of two shape image in Cartesian
coordinate is illustrated as following diagrams and equations.
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Fig.1 relation of (a) omnidirectional image and (b) unwrapped omnidirectional
image

The height of the unwrapped omnidirectional image is
αR and the width is βπR. α, β are scale ratio of width
and height. O(xm0, ym0) is the center of the omnidirectional
image, and following equations is described the relation of this
transformation.

H = αR (1)

W = βπR (2)

yn = α
√

(xm − xm0)2 + (ym − ym0)2 (3)

xn = 2πynβ
1
2π
arctan(

ym − ym0

xm − xm0
) (4)

From the transformation above, it is known that the upper
part of an unwrapped omnidirectional image is clearer than the
lower part. Many corresponding points of the lower part are the
same point in the omnidirectional image, however this is rarely
happened in the upper part of the unwrapped omnidirectional
image. This is also the reason why the upper human body
features are more robust than the lower body in unwrapped
omnidirectional images.

B. Bird’s eye view image

The omnidirectional image is seriously distorted in radial
orientation. Accordingly, it is necessary to correct this distor-
tion for distance estimation. Bird’s eye view image has been
implemented in vision-based navigation [1-3]. The bird’s eye
view image transformation model which was proposed in [3],
is based on a single projection center camera. In [6] a model
based on mirror shape was introduced to establish the relation
of omnidirectional image space and world space. However,
it is unknown that whether our omnidirectional camera is
equipped with a single projection center mirror or not, and the

function of mirror shape is also unknown. Inspired by model
in [6], we introduce a fitting shape based method to remapping
omnidirectional images to bird’s eye view images, especially
all parameters of camera are unknown.
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Fig.2 (a) convex mirror and (b) mirror shape function

A wide field of view is acquired by using the convex
mirror to reflect light rays. However, a large amounts of visual
information are compressed to a image plane, which leads to
image distortion. Bird’s eye view transformation is a process
of decompression, which is projecting omnidirectional image
to the horizontal plane.

A few checkpoints in an omnidirectional image are obtained
by using check board on the horizontal plane. These points are
used to establish the relationship between omnidirectional
image plane and bird′s eye view image plane. It is a
transformation from distorted image to a plane image. The
4th degree polynomial fitting which is the best fitting of the
check points is selected to construct the shape function of
our omnidirectional camera mirror, as shown in Fig.2. The
transformation is yield the following equations in the Polar.

rb = Ar4o +Br3o + Cr2o +Dro + E (5)

θb = θo (6)

0 ≤ ro ≤ Rm (7)

Here, A, B, C, D, E are constants, and Rm is the maximum
radius of the check points. In practice, the maximum value
Ro and the height of the omnidirectional camera is related as
shown in Fig.3. The bird’s eye view image can be used to
measure distance from the robot to the object, when the object
and the robot are on the same plane.

As shown in Fig.3, an omnidirectional camera is calibrated
in the height of h, and equipped with a mobile robot in the
height of H , here is rw = rc

H
h , and H � h. In the work

plane, the pixels which are far from the omnidirectional image
center are not necessary to transformation, because they are
so compressive that can not be distinguished each other. The
image region of interest (ROI) of the calibration plane is
larger than the image of the work plane. This fitting shape
based method can be implemented to bird’s eye view image
transformations for human body localization.



Fig.3 distance estimation model

After two main transformations, the framework of human
body detection and localization is illustrated in Fig.4.
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Fig.4 framework of human body detection and localization

III. HUMAN BODY DETECTION

Human body is a non-rigid object, it has many appearances
at different perspectives. However, parts of human body have
the characteristics of rigid object, which is relative stable
in images. Hence the local feature based method performs
well in the task of human body detection [11], [13]. A local
shape features based detector is introduced to localize human
body. When the omnidirectional camera is more higher than
human bodies, the whole human body can be acquired by the
omnidirectional camera. Human body detection is applied on
the unwrapped omnidirectional image, which is a rectangle
coordinate image transformed from the omnidirectional image
as illustrated above.

A. Features description

The detail information of omnidirectional images is not
obvious, and the omnidirectional image is usually distorted
due to the projection theory of the omnidirectional camera [5].
The unwrapped omnidirectional image is similar with normal
images, however, it is distorted serious as shown in Fig.5.
Because of image distortion, human silhouettes are various
in unwrapped omnidirectional image. Some stable features
must be extracted to describe the human body. Shape contexts
descriptor is introduced to describe human body features in
the unwrapped omnidirectional image in our visual system.

Fig.5 unwrapped omnidirectional image with human bodies

The shape contexts descriptor is used to represent features
around the point of interesting, as shown in Fig.6. The feature
of a point on human silhouette is transformed to a N -
dimensional vector (S1, S2, . . . , Sn). The same scale around
the feature point is selected, due to human body has not large
scale changes in the unwrapped omnidirectional image. The
human body silhouette has lots of shape features, and which
shape features are more different from background features
should be selected to detect human body. The skeleton of
the unwrapped omnidirectional image is used to these features
extraction.

Fig.6 shape contexts descriptor

The similarity of two shape contexts features is used to
describe features matching degree. The distance of two nor-
malized features vectors is measured as follow formula.

Ds =
1
2

N∑
i=1

[si −mi]2

si +mi
(8)

In the formula (8), si is the i-th component of vector
(s1, s2, . . . , sn), and mi is the i-th component of vector
(m1,m2, . . . ,mn). The value of Ds is from 0 to 1, the more
nearer to 1 the more similar of two vectors each other.

B. Features selection

Features which should be extracted are more similar with
all human body perspectives and more different from environ-
ments. The head, shoulder, upper body are relatively stable in
images by lots of observations, and features of these parts are
extracted manually from human sample images.

Several positive and negative test samples are manually
cropped to check the selected features, as show in the following
Fig.7. The first line is negative samples which are background
regions, and the second line is positive samples which are
human body images. All these samples are parts of unwrapped
omnidirectional skeleton image.



Fig.7 negative and positive test samples

A lot of shape contexts features extracted from negative and
positive sample images are matched with a template feature,
the results are shown in Fig.8. The template feature is selected
manually, which include a priori knowledge. By testing with
positive and negative samples, it is proved that the priori
knowledge of human is stable as template feature to detect
human body in the unwrapped omnidirectional image.

Fig.8 negative and positive test samples

As shown in Fig.8, the results of the template feature
matched with positive samples are regular, the similarity is
a trend to maximum. The similarity of negative samples is
different from the similarity of positive samples. Accordingly,
this template feature is able to detect human body from back-
ground. Several features are extracted manually, and which
performs well will be selected as a template feature.

Tn = {h1, h2, . . . , hi, . . . , hn} (9)

Hn = w1h1 + w2h2 + . . . wihi · · ·+ wnhn (10)

Where Tn is a series of template features, Hn is the points
of interesting, wi is the threshold of similarity of template
feature hi. The equation (10) constructs a weak classifier. This
weak classifier includes lots of human priori knowledge instead
of a large amount of samples training. The result of human

body detection is shown Fig.9. Although, there are some
negative points of interest, the positive points are concentrated
in human body regions.

C. Regions of human body

The boundary of region of interesting (ROI) is split by using
projection firstly. Through lots of observation and analysis, it
is found that the most isolated points, which are obtained from
the previous section, are background points. And most of near
vertical points which are far from the other points are not
points on human bodies. The others as points of interest are
grouped as shown Fig.9 following.

Fig.9 human body detection result

IV. HUMAN BODY LOCALIZATION

A lot of human body parts are detected in the previous
section, and regions of interest (ROI) are obtained. However,
these regions are coarsely localize the human body position.
Because the lower body is not stable in unwrapped omnidirec-
tional image, regions of interest (ROI) is fewer than the upper
human body. A new bird’s eye view image segmentation is
proposed in this section to locate human body positions by
using the lower body information.

A. Bird’s eye view image segmentation

The bird’s eye view transformation of the omnidirectional
image is used to detect the lower human body. Due to human
foot and mobile wheels being on the same plane, the bird’s eye
view image is implemented to measure distance in our omnidi-
rectional visual system. After bird’s eye view transformation,
the feature of the lower body is more obvious and stable, as
shown in Fig.10(b).

(a) (b)

Fig.10 (a)omnidirectional image and (b) bird’s eye view image

The bird’s eye view image should be a part of the whole
bird’s eye image, because the whole bird’s eye view image is
too large and a part of it is enough to human body localization



for a mobile robot in human-robot interaction environments.
The other parts of bird’s eye view image is considered that
human body is very far from the mobile robot.

As shown in Fig.10(b), all obstacle objects on the ground
have radial lines in the bird’s eye view image. These radial
lines are extracted to split the object regions and ground
regions. However, it is difficult to split obstacle objects directly
from the whole image by using these radial edges, as shown
in Fig.11(a).

(a) (b)

Fig.11 (a)radial edge image and (b) image segmentation

In this section, we propose a simple and effective method
to segment bird’s eye view image by using radial edges. We
all know that in bird’s eye view image: Firstly, the position
of the obstacle object is the nearest radial line region position
from bird’s eye view images center. Secondly, the other radial
line regions are vertical informations transformed to ground
planes by bird’s eye view transformation.

There are two classes images which are used to bird’s
eye view image segmentation. One class images are called
larger scale images (LSI), which are larger than original bird’s
eye view images. The other class images are called double
rotated images (DRI). A double rotated images is constructed
by a clockwise rotated image and a counter-clockwise rotated
image. The rotated angles are the same in the clockwise rotated
image and the counter-clockwise rotated image. We have two
conclusions from these: Firstly, a larger scale image of a
origin radial edge image have parts of vertical informations.
Secondly, positions of obstacle objects has not changed in
double rotated images. The method is illustrated as following
equations.

Sv = Sv0 + Sv1 + . . . Svi · · ·+ Svn (11)

Sr = Sr0 + Sr1 + . . . Sri · · ·+ Srn (12)

S = So + Sv + Sr (13)

Where,

Svi = αSo (14)

Sri = θiSo + (2π − θi)So (15)

Here, Svi is a larger scale image (LSI) of a bird’s eye view
image, Sri is a double rotated image (DRI) of a bird’s eye
view image, α is the scale ratio , θ is a small rotated angle. So

is the original bird’s eye view image, S is the result of image
segmentation as shown Fig.11(b).

B. Human body localization

The bird’s eye view segmentation is combined with results
of human body detection to locate human body positions
around a autonomous mobile robots. The pseudo code of
human body localization is shown bellow:

Algorithm 1 Human body localization
while human body regions do

if obstacle regions then
obstacle object is human body;
locate human body position;

else if none of obstacle object then
human body is far from robot;
continue;

end if
end while

Human body regions are distinguished from obstacle object
regions by using human body localization algorithm, and
human body positions are also obtained. Human body regions
are marked by different colors in Fig.12(a), and human body
positions are shown in Fig.12(b). The human body position
can be used to estimate the distance from mobile robots.

(a) (b)

Fig.12 (a) human body regions and (b) human body localization results

The region of a human body is marked as H(θ1, θ2, r),
and the origin is the center of the bird’s eye view image. r is
the minimum radius of the human body region. θ1 and θ2 are
the boundary of the human body region, and the same as the
boundary of human body in the world space. r is proportional
with the distance from a human body to the mobile robot in
the world space.

V. EXPERIMENTS AND ANALYSIS

Our autonomous mobile robot is equipped with a omnidi-
rectional camera as shown in Fig.13(a). The height is 1.90m
from the ground plane to the top of the omnidirectional camera
mirror. Three people and the autonomous mobile robot work
in a semi-open hall which area is 8m ∗ 8m . The autonomous
mobile works in four different regions of the semi-open hall
and three people walk around it. In four different regions of
the semi-open hall, the background is more different from
each other in omnidirectional images, and light rays are very
brighter. There are also some other obstacle objects on the
ground.



(a) (b)

Fig.13 (a) our mobile robot and (b) experimental environment

The real position of human body in the bird’s eye view
image is marked manually, the measurement of experimental
results is definition as the Euclidean distance between the
manual marked position and detection results. if the distance
is larger than five pixels, the experimental result is consider
false. Experiments results are shown in Table I.

TABLE I
RESULTS OF EXPERIMENTS

No. Results FN FP FNR FPR

1 335 9 107 2.67% 31.94%

2 251 7 80 2.79% 30.87%

3 340 12 85 3.53% 25.00%

4 262 12 60 4.58% 22.90%

Summary 1188 40 332 3.37% 27.95%

From the Table I, the false positive rate (FPR) is relatively
low, and the false negative rate (FNR) is a little higher. It is
shown that most human bodies are detected and some other
objects are considered as human body in our system. Due to the
low resolution and distortion of the omnidirectional image, it is
difficult to detect human bodies from other objects. However,
almost objects are detected by using bird’s eye view images
segmentations. Due to the safety of human and robot is the
first to be considered in human-robot environments, a lower
false negative rate illustrated that our omnidirectional visual
system performs well in these environments.

VI. CONCLUSIONS

Human body detection and localization is accomplished by
using a single frame omnidirectional image in this paper. The
shape-based method is used to detect human bodies from back-
grounds, and the novel bird’s eye view image segmentation is
proposed to distinguish obstacle objects from ground areas.
These cues are combined to localize human body positions.
The experimental results show that our omnidirectional visual
system is satisfied with the requirement of safe human-robot

interaction. Furthermore, the omnidirectional visual system
may be reinforced by adding other obstacle features to dis-
tinguish human bodies from background.
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