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ABSTRACT
Audio-visual speech recognition (AVSR) integrates both
audio and visual information to perform automatic speech
recognition (ASR), which improves the robustness of human-
robot interaction systems especially in noise environments.
However, few methods and applications have paid attention
to AVSR in tonal languages, in which the linguistic feature
can play an important role as well as visual information. In
this work, we propose a method for AVSR in Mandarin based
on adaptive decision fusion as well as making full use of tone
features. Firstly, we introduce tone features calculated by
Constant Q trasform (CQT) and put them into a CNN-based
audio network together with Mel-Frequency Cepstral Coef-
ficient (MFCC) audio features. Then, the visual features are
extracted by Discrete Cosine Transform (DCT) from mouth
regions in video frames and modeled by an LSTM-based
visual network. Finally, an adaptive decision fusion network
combines the outputs from both streams to make final pre-
dictions. Experimental results on the PKU-AV2 dataset show
that the tone features can significantly improve the robustness
of Mandarin speech recognition systems, and the adaptability
of the proposed method to various noise environments.

Index Terms— Audio-visual speech recognition, tone
feature extraction, decision fusion

1. INTRODUCTION

Automatic speech recognition (ASR) has been applied to a
wide range of intelligent devices such as service robots, mo-
bile phones, etc. Although most speech recognition systems
perform well in clean conditions, it remains a challenge when
applied to real-world environments with dramatically chang-
ing noise. Since visual information such as lip and tongue
movements can play a complementary role for speech under-
standing, audio-visual speech recognition (AVSR) has shown
noticable improvements over audio-only speech recognition
in both clean and noise conditions [1–3].

In the past decades, significant research efforts have been
made to perform AVSR [4–6]. Hu et al. proposed a recur-
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rent temporal multimodal RBM to learn temporal joint rep-
resentation efficiently [7] . Chung et al. applied an attention
mechanism based on LSTM to fuse features from mouth ROIs
and MFCCs [8] . More recently, an end-to-end audio-visual
model is proposed to simultaneously extract features directly
from mouth regions and raw waveforms [9].

Most existing studies on audio-visual fusion use feature-
level fusion to model audio and visual information jointly.
However, the combined feature will be dramatically affected
by acoustic noises. Some works apply decision fusion by as-
signing fixed weights for each modality [10]. Wu et al. intro-
duced a neural network to estimate weights from both outputs
to achieve adaptive decision fusion under different noise envi-
ronments [11]. On the other hand, few works have been pro-
posed to focus on speech recognition in tonal languages such
as Chinese, Vietnamese, Yorùbá, Igbo, etc [12–15], in which
Mandarin Chinese is the most widely used language around
the world. In tonal languages, words can differ in tones (like
pitches in music), consonants and vowels. These linguistic
features are less infected by noises, which will further im-
prove the robustness of AVSR systems.

In this paper, an audio-visual Mandarin speech recogni-
tion model based on adaptive decision fusion and tone feature
is proposed. In audio stream, Mel-Frequency Cepstral Coeffi-
cients (MFCC) and Constant Q Transform (CQT) features are
concatenated as audio features. To the best of our knowledge,
this is the first work that considers CQT as tone features for
tonal language speech recognition. To get visual information,
DCT features are extracted from lip regions in each frame.
An audio CNN and a multi-layer LSTM are designed to
model the audio and visual features, respectively. The audio
CNN learns features from the time and frequency domains si-
multaneously through 2D convolution operation. Meanwhile,
an LSTM-based visual network is utilised to learn sequential
representation from visual feature sequences. Another fusion
network combines the outputs from both streams to perform
adaptive decision fusion. Experimental results on the PKU-
AV2 dataset demonstrate the robustness of our tone features
and the adaptability of the proposed fusion method. The re-
sults under various types and levels of noise verify that the
audio-visual model significantly outperforms the audio-only
models especially in presence of high levels of noise.
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Fig. 1. Overview of the proposed audio-visual speech recognition architecture. The upper part is a CNN based audio stream,
the lower part is an LSTM based visual steam, the right part is a decision fusion network.

2. FEATURE EXTRACTION

The input video is separated into audio waveforms and im-
age frames, then features from each modality are extracted,
respectively.

Audio Feature. Two audio features are extracted from the
raw waveforms, i.e. MFCC and CQT features.

MFCC is a widely used audio feature in speech recogni-
tion, which is based on the human auditory perception prop-
erties. In our work, 40 dimensional MFCC is computed over
a sliding window of 1024 samples and a frame shift of 512
samples, with the sample rate set to 22, 050Hz.

Motivated by music analysis tasks, we further use CQT
to calculate a Constant Q spectrogram as tone features. The
so-called Q factor reflects the selectivity of a filter used in
time-frequency analysis and is defined as the ratio of its centre
frequency and bandwidth:

Q =
fk

fk+1 − fk
, (1)

where k = 0, 1, ...,K is the frequency bin index and fk is
the centre frequency of bin k. When the bin frequencies are
geometrically distributed as in the CQT transform. Denote
b as the number of bins per octave, the formula (1) can be
simplified to Q =

(
21/b − 1

)−1
. The centre frequencies fk

can be calculated by:

fk = 2k/bf0, (2)

where f0 is the fundamental frequency, and b determines
the number of bins per octave. Compared to the short-time
Fourier transform (STFT) which is used in MFCC, the CQT
has a greater frequency resolution for lower frequencies but a
greater temporal resolution for higher frequencies.

The CQT transform XCQ(k, n) of a discrete time-domain

signal x(n) is defined by:

XCQ(k, n) =

n+�Nk/2�∑

j=n−�Nk/2�
x(j)a∗k(j − n+Nk/2), (3)

where ak(n) are basis functions including a window function
(here uses the Hamming window), ∗ is the complex conjugate
and Nk is a variable window length. More details of the CQT
are presented in [16]. Note that different from music analysis
tasks, we set f0 = 70 Hz for CQT according to human voice
fundamental frequency.

Visual Feature. For visual speech recognition (VSR), the
region of interest (ROI) that contains most information is
mainly the mouth region of the speaker. In our experiments,
each frame in the video is converted to gray scale and face
detection is performed using Viola-Jones algorithm [17]. The
ROI of each video frame is extracted through 68 landmark
points estimation [18], then resized to a fixed size of 45× 30.
Motivated by JPEG encoding, a two-dimensional separable
DCT is applied to decompose the sinogram image into fre-
quency coefficients. Then the top 55 coefficients with energy
are selected in a Zig-zag pattern. Thus the visual features in
a video V can be represented with a 55 × T tensor, where T
denotes the frame length of a video.

3. AUDIO-VISUAL MODELING

The architecture of the proposed audio-visual network is
shown in Fig. 1. Our model is made up of three parts: a
CNN-based audio network, a visual network based on LSTM,
and a decision fusion network.

Audio Network. To learn spectral-temporal information si-
multaneously, we design an audio CNN containing three con-
volutional layers, two max-pooling layers and three fully con-
nected (FC) layers. As shown in the upper part of Fig. 1,
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MFCC features and CQT features are concatenated together
in temporal dimension, then the audio features are resized to
120×120 and put into the audio network. Note that the MFCC
and CQT features are normalized separately before concate-
nation. The audio features are first put into a convolutional
layer with kernel size of 3× 3, then a max-pooling layer with
kernel size of 2 × 2 is used to reduce the variability in the
spectral-temporal domain. After that, the features are fed to
another convolutional layer with kernel size of 5×5 followed
by a max-pooling layer. Finally, after the third convolutional
layer with kernel size of 5 × 5, three FC layers with the size
of 1024, 512 and 100 followed by a softmax layer are used to
get the audio probabilities P (yai |xa).

Visual Network. In order to exploit sequential correlation,
the visual features are fed to a two-layer LSTM which models
the temporal dynamics of the input sequences. As shown in
the lower part of Fig. 1, the visual network consists of two
LSTM layers with 256 cells in each layer, followed by two
FC layers with the size of 512 and 100 respectively. Note
that LSTMs allow variable sequence lengths of input, thus the
visual network is robust to the variation of speech velocity and
word length. The predicted probabilities of the visual network
can be denoted as P (yvi |xv).

Decision Fusion Network. As shown in the right part of Fig.
1, we integrate the audio and visual modalities based on sin-
gle stream predictions, which is considered as late fusion or
decision fusion. Compared to feature-level fusion, decision
fusion does not require strictly synchronized inputs and is
more robust to the variation of noise environments since au-
dio and visual streams are modeled separately. Different from
the weighting scheme that sums P (yai |xa) and P (yvi |xv) by
a weighting factor α to fuse both modalities [10], the output
audio probabilities Oa and visual probabilities Ov from audio
and visual network before softmax function are concatenated
as a 1 × 2C vector to be the input xav of the decision fusion
network, where C = 100 is the number of word classes. The
decision fusion network contains 2 FC layers with the size
of 256 and a softmax layer to generate audio-visual proba-
bilities P (yavi |xav). The audio, visual and the audio-visual
fusion networks are trained with cross-entropy loss:

Lm = −
C∑

i=1

yi logP (ymi |xm) , (4)

where m ∈ {a, v, av} denotes audio, visual and audio-visual
fusion network respectively.

4. EXPERIMENTS AND ANALYSIS

4.1. PKU-AV2 dataset

Since most datasets available are in English, we collected a
novel audio-visual dataset by ourselves named PKU-AV2.
The PKU-AV2 dataset contains 6000 utterances in total

Fig. 2. Sample frames from the PKU-AV2 dataset.

recorded by 6 subjects (3 males and 3 females), collected
in an relatively noise-free environment with controlled nor-
mal light. Concerning the application on service robots, we
choose 100 common foods and Chinese dishes as word cor-
pus, such as “huo guo” (hotpot). To balance the length of
the words, there are 35, 35, 30 words containing 2, 3 and 4
Chinese characters, respectively. Each word are repeated 10
times in Mandarin by each subject, in which 7 samples are
randomly chosen for training. The dataset is recorded by a
video camera at 30 frames per second with a resolution of
720 × 480 under the restriction that the mouth region is not
occluded. The corresponding speech audio is synchronously
recorded at a sampling frequency of 48 kHz with 16 bits per
sample. Fig. 2 depicts some representation video frames in
the PKU-AV2 dataset.

4.2. Experimental Setting

In this work, the audio features are extracted by Librosa [19]
Python package, all the networks are implemented in Keras
on a NVIDIA GeForce GTX 1080 GPU. The stochastic gra-
dient decent with a momentun of 0.9 is used to train audio
and visual networks, while we use Adam optimizer for fusion
network. The leaning rate and batch size are set to 0.001 and
64 respectively. The proposed model is evaluated under four
types and five signal-to-noise ratios (SNRs) of noises. White
Gaussian noise and speech babble noise are adopted from the
Noisex92 database [20], another two kinds of noises are col-
lected by ourselves, i.e., washing noise and music noise in
order to apply our model in real environments such as a noisy
restaurant. The four noise signals are added to the original
audio signals with different SNRs of 20 dB, 15 dB, 10 dB, 5
dB, 0 dB for the test data. We use clean audios to train the
audio network and train the fusion network by adding white
Gaussian noise with random SNRs between -10dB to 30dB.

4.3. Results and Analysis

The performance of audio-only system, visual-only system
and the proposed audio-visual fusion method are evaluated for
Mandarin speech recognition under four types of noises with
5 different SNRs (20 dB, 15 dB, 10 dB, 5 dB, 0 dB). As shown
in Table 1, it is obvious that the visual-only system remains
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Table 1. Recognition accuracy (%) of the audio-only (A),
visual-only (V) and audio-visual (A+V) models on PKU-AV2
dataset in different noise conditions.

SNR(dB) 20 15 10 5 0

White noise

A (MFCC) 82.17 67.94 57.11 48.44 28.72
A (CQT) 92.22 91.89 91.56 91.11 88.94
A (MFCC+CQT) 94.06 93.94 93.61 92.88 89.50
V 82.39 82.39 82.39 82.39 82.39
A+V [10] 95.72 95.67 95.5 95.05 93.78
A+V (ours) 95.67 95.67 95.44 95.06 94.05

Babble noise

A (MFCC) 79.39 67.67 56.67 48.44 27.68
A (CQT) 91.83 91.38 90.72 87.38 70.56
A (MFCC+CQT) 94.11 93.83 93.39 89.11 71.11
V 82.39 82.39 82.39 82.39 82.39
A+V [10] 95.72 95.72 95.72 93.61 89.16
A+V (ours) 95.78 95.83 96.00 93.89 89.78

Washing noise

A (MFCC) 88.17 82.17 71.11 51.39 25.39
A (CQT) 91.72 90.78 90.16 86.94 67.89
A (MFCC+CQT) 93.05 93.05 92.17 89.06 71.39
V 82.39 82.39 82.39 82.39 82.39
A+V [10] 95.61 95.22 95.00 93.28 88.39
A+V (ours) 95.67 95.27 94.61 93.11 88.89

Music noise

A (MFCC) 88.94 79.50 67.76 43.45 32.94
A (CQT) 91.72 91.56 89.11 82.56 61.33
A (MFCC+CQT) 93.72 92.61 89.94 84.39 62.50
V 82.39 82.39 82.39 82.39 82.39
A+V [10] 95.50 95.17 94.33 91.83 87.77
A+V (ours) 95.56 95.22 94.33 91.61 87.73

constant performance (82.39%) for different noise intensities
since visual information is unrelated to acoustic noises. We
also run a GMM-HMM with same input visual features, the
result (75.34%) shows our visual LSTM can model visual
information more effectively. However, the performance of
audio-only system is acceptable under low levels of noise (15
to 20dB), but decreases substantially with stronger noises. We
also observe that the audio stream is most affected by music
noise while less effected by white noise, that is because the
CQT is closely related to the tone of the utterances, which is
similar to pitch in music.

In order to investigate the adaptability of the proposed
method to various noises, the decision fusion network is com-
pared with linear weighting method used in [10]. Note that
the α in [10] is set by traversing in range [0, 1] with a step of
0.01 on the training data to choose the optimum weight for
fusion in every noise environments, representing the best re-
sult in an ideal state of known noise. The Results from all
types and SNRs of noises shown in Table 1 demonstrate that
the audio-visual fusion outperforms both single modalities,
especially under high levels of noise ( ≤10dB), and the pro-
posed decision fusion network outperforms the ideal results
of weighting scheme in most noise conditions.

We also conducted experiments to evaluate the robustness
and effectiveness of the MFCC features, CQT features and
their combination. Fig. 3 shows some visualization of Mel-
spectrogram and CQT-spectrogram of an audio sample under
clean conditions and babble noise. The Mel-spectrogram be-
comes illegible with the presence of strong noise while the
audio features in CQT-spectrogram remain relatively clear as

(a) Mel, clean (b) Mel, 10dB (c) Mel, 0dB

(d) CQT, clean (e) CQT, 10dB (f) CQT, 0dB

Fig. 3. Visualization of Mel-spectrogram and CQT-
spectrogram under noise-free, 10dB and 0dB of babble noise.

Fig. 4. Comparisons of audio-only speech recognition accu-
racy of MFCC features, CQT features and the combined fea-
tures in clean conditions and various levels of babble noise.

in the lower part of Fig. 3(f). As shown in Fig. 4, the CQT and
MFCC features have similar performance in noise-free condi-
tions. However, the recognition accuracy of MFCC features
decreases significantly in the presence of high levels of babble
noise, while CQT remains more robust (up to 41.84% better
than MFCC under 0dB). Similar results can be observed un-
der other types of noises according to Table 1.

5. CONCLUSIONS

In order to make full use of visual information and language
features for speech recognition, a robust audio-visual Man-
darin speech recognition method based on adaptive decision
fusion and tone features is proposed. The audio network ef-
fectively models the time-frequency information from robust
tone features based on Constant Q Transform. The visual net-
work models the sequential information from mouth ROIs by
a two-layer LSTM network. An adaptive decision fusion net-
work integrates the audio and visual streams, making a sig-
nificant improvement to single-modality speech recognition.
Experiments on the PKU-AV2 dataset demonstrate the ro-
bustness and adaptability of our method for Mandarin AVSR
in various noise environments. Our future work will extend
the proposed method to AVSR in Vietnamese, Igbo and other
tonal languages.
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