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ABSTRACT
Fast and robust hand detections and tracking is in increasing de-
mand from areas such as natural Human Robot interaction(HRI)
and surveillance systems. Previous works always use skin color
or contour model to detection hand. However, they always fail for
hands always exhibits drastic appearance change due to illumination
change, non-rigid nature and hands are hard to discriminate from
clutter background. Actually, the hand region has a specific nature
that its curvature is relatively higher than other body parts and keep-
s stable whatever its poses and locations are, but none of pervious
works exploit this nature for hand detection. In this work, a novel
algorithm MSCR (Maximally Stable Curvature Regions) based on
curvature nature to detect hands. It does not require manually ini-
tialization in the first frame, the hands are located by MSCR and
skin color detector in the global image. 3D optical flow integrated
Kalman Filter works to estimate the next location for local detector.
Extensive experiments demonstrate that robust 3D tracking of hand
articulations can be achieved in real-time with accurate results.

Index Terms— Hand Tracking with Detection, Skin Color, M-
SCR, Spatial Constraints, 3D Optical Flow

1. INTRODUCTION

Bare hands are probably the most natural tools for interactions for its
dexterity and have shown great potential in applications for sign lan-
guage [1], gesture recognition [2] and HCI based applications [3].
Plenty of vision-based methods have been developed to tackle the
hand tracking problem in the past decades. Its major difficulty stems
from the fact that human hand is an articulated object with compli-
cated shape and appearance change, which makes many excellent
methods for tracking rigid objects not easily applicable. Fast and ro-
bust hand tracking has not yet achieved, and global hand tracking is
still of great challenge in complex scenarios. In the past decades,
plenty of methods have been developed to tackle the problem of
vision-based hand pose recovery. Hand tracking methods can be
grouped into model-based and appearance-based ones [4, 5, 6, 7].
Model-based methods try to build the mapping from model con-
figuration space to image feature space, transforming the task into
searching in a higher dimensional space. Full or partial Degrees-of-
Freedom hand model can be built to track hand articulations with
a rather high accuracy [8, 9]. Reviews can be found in [5]. On the
other hand, appearance based methods try to build the mapping from
image feature space to the hand appearance space. Skin color fea-
ture is often chosen for its simplicity [10]. Contour features have
been used in particle filter based methods [11]. Maximally Stable
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Extremal Regions (MSER) is a new stable region feature and has
been used for hand tracking [6].

These methods are robust to appearance change to a certain de-
gree, but they always fail for hands always exhibits drastic appear-
ance change due to illumination change, non-rigid nature and hands
are hard to discriminate from clutter background. At the same time,
most of the above researches assume restrictions on user’s clothing,
the scene and hand motion speed, the main reason is lack of more
robust information. Recent years, depth sensors like Kinect are be-
coming affordable, and depth information has been widely studied
and applied to hand tracking [7]. Depth information is robust to the
illumination change. With depth information, body contour can be
easily and accurately obtained, which can be applied to extract more
robust features.

Actually, the hand region has a specific nature that its curvature
is relatively higher than other body parts and keeps stable whatever
its poses and locations are, but none of pervious works exploit this
nature for hand detection. Works apply curvature feature to hand are
always confined to the curvature of fingers and palm [12, 13], while
our work focus on the curvature of hand among body contour. [12]
proposes a curvature based hand shape recognition system for a vir-
tual wheelchair control interface, which studies curvature of fingers
and palm to recognize hand shape. CSS (Curvature scale space) is
used in [13] to recognize hand pose, which also limit curvature to
the local hand. In our work, curvature is applied to detect hand a-
mong human body contour, which is not used ever. It is observed
that the curvature of hand keeps the same no matter how the appear-
ance changes. Another observation is that hand region has the most
stable and highest curvature among human body parts. With these
two observations, hand region can be extracted from human body
parts by calculating curvature of the body contour.

In this paper, color information and depth information are ap-
plied to detect hands, which are fused by the spatial constraints of
human body. Hands are automatically detected in global image of
first frame by the detector. Skin color is an indispensable feature of
human hand which has been applied to detect hands. A novel method
MSCR is a novel algorithm to find convex region with maximally
stable curvature, given an enclosed contour. MSCR can be used to
separate hands from human body based on the observation that hand
is a maximally stable curvature region of human body. Then a track-
er that combines a fast 3D optical flow of hands region and Kalman
Filer is proposed to estimate next position of hands. And detector
is activated to localize hands in the local region by result of tracker,
which is much faster than global detector.

To the best of our knowledge, our method is the first that (a)
proposes MSCR (Maximally Stable Curvature Regions) method to
detect hands from depth image, (b) combines a fast 3D optical flow
and Kalman Filter to estimate hands motion to predict next location.
Tracking with detection framework used in our method achieves ro-
bust result in real-time, at about 20 fps.
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Fig. 1. An example of MSCR. (1) is a enclosed contour with candi-
date regions R1, R2, R3, R4. (2) is a curvature calculation proces-
sion of pixel pi

2. MAXIMALLY STABLE CURVATURE REGIONS

MSCR (Maximally Stable Curvature Regions) is an algorithm to ex-
tract a convex region of enclosed contour, which has the highest and
most stable curvature, illustrated in Algorithm 1.

An example is shown in Fig. 1 to make MSCR algorithm eas-
ier to understand. (1) is an enclosed contour with candidate corner
regions R1, R2, R3, R4. According to our definition, R1 is the M-
SCR region in the contour. R2 is not MSCR because it is a concave
corner, although it has stable and high curvature. R3 is not a sta-
ble curvature region, for it only has a high curvature when step size
is small, which is likely to be noise. R4 is a smooth region corner
which always has a low curvature. In (2), the calculation procession
of pixel pi inR1 is illustrated. When step is t, the curvature is calcu-
lated as : c = t/d(pi−t, pi+t), where d(pi−t, pi+t) can be inquired
in distance Matrix M .

MSCR is applied to detect hands based on the fact that human
hand is the only MSCR region among human body parts, as hand
has the highest and stable curvature among human body. At first,
depth information can be obtained from the Kinect, which is robust
to the illumination change and color distractions. Then we have to
translate depth data captured from the Kinect in image coordinates to
the world coordinates in order to avoid prospective effective. Sup-
pose a point coordinates in depth data is (u, v, d), where (u, v) is
coordinates in color image and d is coordinates of depth. The world
coordinates is (xc, yc, zc). The translation equation is defined as
follows:

xc =
(u− u0)d

fu
, yc =

(v − v0)d
fv

, zc = d. (1)

After translating depth data to the world coordinate, we project the

Algorithm 1 Maximally Stable Curvature Regions
1: Input: Contour C , Distance Marix D.
2: Output: Maximally Stable Curvature Region R.
3: Begin:
4: Initial region R and step s.
5: for ∀ pi ∈ C do
6: for s = 1→ n

4
do

7: if pm is in inner region of C
8: R is concave, Cs ← 0
9: else R is convex

10: Cs← s / d(pi−s,pi+s)
11: end else
12: end if
13: Curvature Map M ← {Cpi |1 < i < n}
14: end for
15: if Sum{Cpi} > τsum and V ariance{Cpi} < τvar
16: pi is stable, R← {R,pi}
17: end for
18: End

depth image to front view and top view to get the contour of human
body termed as Cf , Ct. A distance matrix M can be obtained from
calculating the distance between every two pixels in the contour C.
Then curvature distribution map D is obtained by calculating cur-
vatures of a pixel by different steps. The summation and variance
of curvatures are applied to decide whether curvatures of a pixel is
stable. The MSCR Region consists of stable pixels is termed as R in
the contour C, which is most likely to be hands.

Procession of real test frame of human hands is illustrated in Fig.
2. (a) is the distance matrix map between pixels on the enclosed con-
tour. (b) is the curvature distribution map obtained by calculating the
curvatures in different step of each point. Curvature of different step
is plotted as a function of pixel index. Curvature is growing higher
from blue to red. (c) is a summation hist map of the curvature of ev-
ery pixel. Peaks with red circle are regions whose curvature exceeds
a threshold. These regions are candidates of hand. (d) is a variance
map represents the curvatures of a pixel under different steps. We
get the summation hist and variance hist of every pixel. If the sum-
mation of a pixel is higher than a threshold, it demonstrates that this
pixel has high curvature. Then the variance hist is applied to judge
the stability of that pixel. If the curvature variance of different steps
is lower than a threshold, the pixel is stable. Only region consists of
pixels with high summation of curvature and low variance is MSCR
region. (e) is the result of separating hands from human body after
projecting the MSCR region back to the depth contour, plotted in red
dots. A confidence map that measures how well a MSCR region r to
be hand is defined as: M2 = {p(lti |rti)}, which is the probability of
seeing the hand at lti , given MSCR region r.
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Fig. 3. A brief illustration of hand tracking method based on MSCR.

3. HAND TRACKING BASED ON MSCR

3.1. Problem Setting and Overview

The task is to extract information about human hands from color im-
ages and depth images obtained from the Kinect sensor. At first, skin
color regions as face and hand are extracted from the image. How-
ever the skin color cue is quite sensitive to the illumination change,
which is not very robust. So the depth information is applied to in-
crease the robustness. With the novel method MSCR, we can obtain
the corner with stable high curvature. MSCR is a novel way to locate
maximally stable curvature region from depth images. A spatial con-
straints can be applied to combine the skin color and MSCR result
to separate hands from human body. After hands are detected, a fast
3D optical flow is used to describe the motion information of hands.
And then, Kalman filter is applied to track hands with 3D optical
flow. After hands are tracked, the local detector of skin color and
MSCR is activated to detect hands in local area. The framework of
our method is a combination of tracking and detection. More details
of the work-flow of our method is illustrated in Fig. 3.

3.2. Skin Color Model

Skin color feature has been widely studied and proven to be useful
in face detection, localization and tracking [14, 15]. As described in
[14], skin color distribution can be modeled by an elliptical Gaussian
joint probability density function (pdf ), defined as:

p(c|skin) = 1

2π|
∑
s |1/2

· e−
1
2
(c−µs)

T ∑−1
s (c−µs) (2)

here C is a color vector and µs and
∑
s are the distribution parame-

ters, estimated from training data:

µs =
1

n

n∑
j=1

Cj

∑
s

=
1

n− 1

∑
j=1

n(Cj − µs)(Cj − µs)T
(3)

A confidence map that measures how well a candidate patch
matches the skin color model can be defined: M1 = {p(lti |µs,

∑
s)}

, the probability of presence of hand at location lti , computed by the
normalized sum of pixel likelihoods in patch p at location lti .

3.3. Hand Spatial Constraints

There is strong spatial constraints between the two hands and head
as illustrated in [16], which can be applied to combine color detector
and MSCR detector. A model that constraints hands and head spatial
distribution is designed using a cost function ϕ(lti , l

t
j , l

t
h), where lti

is the location of left hand in frame t, ltj for right hand and lth for
head, defined as:

ϕ(lti , l
t
j , l

t
h) ∼ − ln p(lleft = lti , lright = ltj , lhead = lth) (4)

where the p(lleft = lti , lright = ltj , lhead = lth) is the joint prob-
ability of seeing left hand at lti , right at ltj and head at lth. And
when head is not detected, the distribution model is modeled as:
ϕ(lti , l

t
j) ∼ − ln p(lleft = lti , lright = ltj). If one hand is occluded,

the distribution model is modeled as: ϕ(lti) ∼ − ln p(l = lti).

3.4. Hand motion model

So far, we have located hands region in the image, the motion of hand
is model as 3D optical flow described in our previous work. Suppose
the hand region candidate in frame t is termed as Xt, a fast 3D opti-
cal flow vector is calculated to update the Kalman Filter. A parallel
implementation of LucasKanade(LK) method [17] is utilized to es-
timate 2D dense optical flow between points set in intensity image
candidate patch I(Xi

t ) and I(Xi
t−1). Suppose the 2D optical flow of

point set s in ith candidate is (vix(s), viy(s)), its depth component vz
is calculated as:

viz(s) = Dt(s + (vix(s), v
i
y(s)))−Dt−1(s) (5)

Kalman Filter model is iteratively updated with the 3D optical mo-
tion to estimate next location of hands. And then skin color and M-
SCR are applied to detect hands in the local region output by tracker.

4. EXPERIMENTS AND DISCUSSIONS

4.1. Experiments Setting and Data set

To demonstrate effectiveness of our method, two groups of experi-
ments are conducted on a RGB-D video data set recorded via Kinect.
And all experiments are conducted on a Pentium i3-2410M 2.3 GHZ
PC with 2.0 Gb RAM. Ground truth square bounding boxes for left
hand, right hand and head are annotated manually. We use a train-
ing data set of about 1000 frames and testing data set of about 8000
frames, whose resolution is 640 × 480. Our method runs nearly
real-time, at about 20 fps.
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Fig. 5. A brief illustration of results in challenge testing sequences by MSCR algorithm.

Fig. 4. Result of Color detector and MSCR detector in our tracking
framework. Bounding boxes are results of Color detector and red
dots are results of MSCR detector

4.2. General performance of our method

As shown in Table 1, we test our method with four challenging se-
quences. The complex conditions include illumination change, oc-
clusion, drastic change and fast move. In sequence 1, hands move
at night in outdoor environment. In sequence 2, hands are making
circle in front of clutter background. In sequence 3, the face of tester
is not always facing the Kinect camera, which generates difficulties
for skin color detector and spatial constraints. In sequence 4, one
hand sometimes moves out of the view, which is considered to be
full occluded or lost. The hands are considered to be successfully
tracked if the bounding box overlaps with ground truth > 60%.

General performance of correct rates of our method dealing
with challenging sequences can be seen in Table 1. The reason our
method achieves good performance of sequence 1 is that MSCR is
not sensitive to illumination change. The result on sequence 3 is not
that good as head detection is important in spatial constraints to fuse
the skin cue and MSCR. The result of sequence 4 demonstrates that
our method is mainly based on MSCR, which is robust to occlusion.
If a hand is occluded, the other one will be extracted as before.
Tracking result of our method in sequence 2 is illustrated in Fig. 4.
Head and hands are located by skin color detector shown in colored
bounding boxes. Pixels of MSCR result is plotted in red. It can be
observed that when the left hand moves by the panel on the wall,
skin color detect fails while MSCR still works well. Because color
of the panel is similar to human hand, then skin color failed. On the
other hand, MSCR is based on depth information, not sensitive to
illumination and color distraction, so MSCR detector works well.

4.3. Analysis on MSCR

The second group of experiments is to evaluate the performance of
MSCR in real sequences of complex conditions. Four challenging
testing sequence are used to test MSCR, shown in Fig. 5, in which
pixels in MSCR are plot in red. (1) - (4) is the result of MSCR on

Table 1. General Performance of Our method against 4 real chal-
lenging sequences

Seq. NO. Characteristics Tracking Frames Correct Rates

Seq.1 Night, out door 1580 0.90

Seq.2 Day, circling 1478 0.93

Seq.3 Not always facing camera 2547 0.82

Seq.4 Night, occlusion 2632 0.88

sequence 1 (Out door and Night). Tester waves his hands from left
to right. (5) - (7) is the result of sequence 2 (Out door and Night).
Though hands move in front of clutter background, MSCR works
well to detect hands. (8) - (11) in second row is the result of sequence
3 (Not always facing Camera). When tester dose not face the camera,
head is difficult to detect. (12) - (14) is the result of sequence 4
(Occlusion at outdoor in Night). Right hand moves into the view
and then moves out. It can be seen that if one hand is fully occluded,
the other one can still be detected.

From this experiment on testing sequences, high accuracy of M-
SCR has been achieved, which is important for the hand detector.
It can be observed that MSCR is robust to out-of-plane rotation,
great appearance change, illumination change and fully occlusion
with high speed. [18] proposes a method to locate body part by
calculating path of candidate points by Dijkstra’s algorithm, which
requires high time complexity, while our method is fast for it only
calculates curvature of each point in contour. Based on the MSCR,
orientation of hands can also be calculated, which will be much use-
ful for HCI/HRI and gesture recognition. It has to be pointed out
that if hand is put on human body or hand is hold something, the al-
gorithm will fail to detect hands. So skin color detector is added into
our framework to make up for MSCR. With skin color and MSCR,
hands can be detected in most cases.

5. CONCLUSIONS

This paper proposes a novel hand tracking algorithm combing col-
or cue and depth information obtained by Kinect sensor. The good
results of MSCR demonstrate that curvature nature of hand is appro-
priate for hand detection. Firstly, an algorithm extract stable region
with high curvature called MSCR is proposed to detect the hands.
Secondly, a new framework combines detector and tracker is pro-
posed to tracking hands, which gains good result. MSCR shows
good performance in detecting hands, while there are still several
parts that should be improved. First, the way to calculate contour
curvature should be improved to be faster. Second, orientation of M-
SCR regions should be calculated, which will be useful in our future
work about gesture recognition and robot control.
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