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ABSTRACT
Gender identification has been a hot research topic with

wide application requirements from social life. In gener-
al, effective feature representation is the key to solving this
problem. In this paper, a new feature named Self-Similarity
of Gradients (GSS) is proposed, which captures pairwise s-
tatistics of localized gradient distributions. There are three
contributions made by us to practical gender identification.
First, GSS features are proposed for gender identification
in the wild, which achieve good performance compared
with baseline approaches. Second, we originally utilize 31-
dimensional HOG for practical gender identification and its
excellent results demonstrates that HOG with both contrast
sensitive and insensitive information is a better fit for this
topic than that with only contrast insensitive information.
Last, feature combination and multi-classifier combination
strategies are adopted and the best gender identification per-
formance is achieved. Experimental results show that the
combination of GSS, HOG and LBP using a linear SVM out-
performs state-of-the-art on the LFW database, which meets
the “wild” condition.

Index Terms— Histogram of Oriented Gradients, Self-
Similarity of Gradients, AdaBoost, SVM, Labeled Faces in
the Wild

1. INTRODUCTION

Gender identity is an important attribute for human living in
social life, the identification of which has drawn a lot of at-
tentions from the research area [1]. Several feature extrac-
tion methods have been utilized for solving this problem and
raw pixels related ones are the most easy ways. Moghaddam
and Yang utilized raw image pixels on the down-sampled im-
ages (12 × 21 pixels) from the FERET database with SVMs
and achieved the accuracy of 96.6% [2]. Baluja and Row-
ley proposed a fast gender classification method by boosting
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only 500 pixel comparisons, which matched the performance
of SVM [3]. Apart from pixel-based features, LBP has also
been very popular for this task. Lian and Lu used LBP as a
feature extracting method and SVM as a classifier, and their
experiments on the CASPEAL database achieved the correc-
t classification rate of 96.75% [4]. HOG is a popular shape
feature descriptor, which is firstly designed for the pedestrian
detection problem [5]. Guo et al. used HOG features for gen-
der classification in consideration of the fact that HOG can
characterize the shape and texture changes which are promi-
nent and prevalent on faces [6]. In addtion, other common
feature extraction methods, such as haar-like [7], SIFT [8],
Gabor [9] etc., have been attempted for gender identification.

Studying gender identification in unconstrained scenarios
is becoming a research hotspot. Shakhnarovich et al. col-
lected 3,500 face pictures from the web under 30◦ frontal
orientation, and Haar-like features using Adaboost achieved
the performance of 79.0% [7]. Gao and Ai achieved gen-
der classification accuracy of 95.51% using the probabilistic
boosting tree with simple haar-like features on about 10,100
Mongoloid faces in real environment [10]. In the same year,
Aghajanian et al. proposed a general Bayesian framework
for within-object classification and achieved an 89% correct
gender classification on 1,000 images (500 male, 500 female)
from the web [11]. In 2012, Shan used Adaboost to learn
the discriminative LBP features on part face images (7,443
pieces) from the Labeled Faces in the Wild (LFW [12])
database and his reported experimental results showed that
the selected LBPH bins have strong gender separating capac-
ity [13]. Since LFW is the only public available face database
of the above four ([7, 10, 11, 13]) whose contents come from
the web and meets the “wild” condition, it is utilized by us in
our experiments. We reselect 5,660 images from LFW with
each image has a near frontal face corresponding to a unique
person.

Effective feature extraction is a vital step for gender iden-
tification. Recently, self-similarity on color channels (CSS)
features have achieved improved performance on pedestrian
detection tasks [14]. By visualizing the 31-dimensional HOG
[15] of face images, we also observed some similarities be-
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Fig. 1. Flowchart of extracting the GSS feature.

tween them. Inspired by this, a new feature, Self-Similarity
of Gradients (GSS), is proposed, the performance of which
on LFW is comparable to the raw pixels baseline. In addi-
tion, in baseline approaches, HOG31 performs the best, in-
dicating that it is an efficient feature descriptor for gender
identification in unconstrained scenarios. Through utilizing
AdaBoost to select best features in a combined feature vec-
tor (GSS+HOG+LBP) and training a linear SVM classifier on
them, the state-of-the-art performance can be achieved, which
also implies the effectiveness of the proposed method.

2. FEATURE REPRESENTATION

Because our proposed GSS features are inspired by CSS [14]
and, at the same time, based on analysis of HOG visualiza-
tion, this section describes HOG visualization and represen-
tation of GSS sequently.

2.1. HOG Visualization
Visualizing features can help researchers gain a better under-
standing of the behaviours of detectors. In our gender identi-
fication work, two feature visualizing methods for HOG fea-
tures are tried and illustrated in Fig. 2. In the first column,
the two gray images stand for the “mean” faces of male and
female images. HOG glyphs of (a)(b) are shown in (c)(d).
And (e)(f) are results of using the HOG visualizing method
of Vondrick et al. [16] corresponding to (a)(b).

When observing the visualized pictures (c)(d)(e)(f) in Fig.
2, we find that the main differences between male and female
“mean” faces are distributed in the mouth, cheeks, eyes and
the bridge of nose regions. In addition, the mouth region and
eyes region in male “mean” face have a great similarity. How-
ever, in female “mean” face, the observation is not totally the
same as previous. It is obvious that the center of the mouth
is different from the other parts of the mouth but more like
cheeks. Intuitively, these pairwise statistics of localized gra-
dient distributions may contribute to a gender detector with
good performance. Therefore, we encode self-similarities be-
tween cells of a HOG feature map and the detailed GSS fea-

(a) (c)

(b) (d)

(e)

(f)

Fig. 2. The “mean” faces of males (top-left) and females
(bottom-left) in the GFW database with their HOG visual-
ization images by two different methods.

ture is introduced in details here:

2.2. Self-Similarity of Gradients Features
The GSS feature is founded on the cell-based HOG feature
map, so we define the size of a HOG feature map as M ×
N ×K. Here, M × N stands for how many cells in a HOG
feature map and K is the HOG dimensions. When computing
the GSS feature, for each chosen cell sequently from the cell-
based HOG feature map we calculate its distance to all the
other cells in the feature map including itself. Therefore, how
many calculations directly decide how many components in
a GSS feature vector. If GSS is a DGSS-dimensional vector,
the DGSS can be computed as:

DGSS = A2
M×N = (M ×N)2 (1)

To obtain the distance between different cells, several func-
tions for comparing histograms are tested and the correlation
comparison method is eventually used:
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d(H1, H2) =

∑
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I(H1(I) − H̄1)2
∑
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where H̄k =
1

N

∑
J

Hk(J)

(2)

The flowchart in Fig. 1 provide the visual process of extract-
ing GSS features from a source image.

3. CLASSIFIERS

Two classes of popular machine learning algorithms, SVM
and AdaBoost, have been utilized in our work.

• For the first classifier, a linear SVM [17] is selected in
consideration of its good performance, simplicity and,
last but not least, the speed.

• For the second classifier, Gentle AdaBoost [18] is also
chosen for that it has been the most practically efficient
boosting algorithm.

• Apart of using these two algorithms individually, the
combination of AdaBoost and SVM is also an effective
way to improve classification performance. In this case,
AdaBoost is firstly applied to only select features and
then a SVM classifier is trained on the selected features.

These two algorithm implementations refer to LIBLINEAR1

and GML AdaBoost Matlab Toolbox2.

4. EXPERIMENTS AND DISCUSSIONS

Experiments here are composed of three steps. The first step
briefly introduced which images were used in our experiments
from LFW. The second is experimental settings which involve
three parameters: baseline features, our proposed GSS feature
and cross validation parameters. The last step is experiment
design with results and exhaustive analysis.

4.1. Selection Strategy of LFW Database

LFW is a face database in unconstrained scenarios which is
firstly designed for solving the problem of face recognition
and exactly meets the requirement here. LFW has totally
5,749 different persons with 13,233 images from the Web.
And there are 1,680 people have two or more images in this
database.

Image registration is a usual process step for image classi-
fication problems. Fig. 1 exhibits the image registration pro-
cess using a commercial face alignment software [19]. After
this, a fixed 127 × 91 pixels size window in the center of
each image is cropped for use. So here, for the 1,680 people
with two or more images we manually select a well normal-
ized picture for each one. For the rest 4,069 person who have

1http://www.csie.ntu.edu.tw/∼cjlin/liblinear/
2http://graphics.cs.msu.ru/ru/science/research/machinelearning/adaboost

toolbox/

only one image, we also choose these with good image regis-
tration. And all the selected pictures are manually classified
into two different categories (male and female) by two stu-
dents in our lab. At last, there are total 5,660 images (4,197
males and 1,463 females) and each image corresponds to a
unique person. The complete categorized images used in our
experiments can be accessed through our web site3.

4.2. Experimental Settings

As baseline features to compare against, raw pixels and s-
tandard LBP are utilized in our experiments. For computing
the raw pixel feature, each face image of 127 × 91 pixels is
down-sampled to 64 × 46 pixels. Therefore the vector length
of the raw pixel feature for a image is 2,944. When calculat-
ing the LBP feature, all the face images are firstly divided into
42 subregions uniformly (7 rows, 6 columns). Then the uni-
form LBP operator, LBP(8,2,u2) [20], is used to extract LBP
features from all these subregions. At last, the standard LBP
feature for a image is a histogram having 2,478 (42×59) bins,
which represents the concatenation of the LBP features of all
42 subregions.

HOG is a very popular feature in object detection tasks.
There two types of HOG features used here, which are the
original 36-dimensional HOG [5, 21] and Felzenszwalb’s 31-
dimensional HOG [15]. The spatial bin size is set to 8×8
for both. The 36-dimensional HOG implementation refer to
Piotr’s Image & Video Matlab Toolbox4 and the calculation
of 31-dimensional HOG utilizes DPM code5. Here, we use
HOG36 and HOG31 to represent them respectively. It is easy
to get a feature map of size of 17 × 13 × 36 for HOG36 and
16 × 11 × 31 for HOG31. Next, we transform a feature map
to a feature vector through concatenating elements in a feature
map one by one sequently. The final dimension of HOG36 is
7,956 and for HOG31 it is 5,456.

For computational simplicity, GSS is extracted on the
down-scaled image with size of 64 × 48 pixels. M and N
are set to 8 and 6 respectively. According to Eq. (1)(2), a
2,304-dimensional GSS feature vector can be calculated.

At last, five-fold cross validation is adopted and can be
briefly described below. All selected images are divided into
five heaps with the same ratio between male and female. Each
time select one distinct heap for testing and use the other four
heaps for training. This procedure is then repeated four times.

4.3. Results and Analysis

Table I shows results of using above five features with Ad-
aBoost and SVM. It can observed that HOG > Standard LBP
> Raw pixels ≈ GSS. This shows that HOG features be-
have excellent in the gender identification problem. Besides,
HOG31 performs the best and outperforms the second place

3https://github.com/ygaopku
4http://vision.ucsd.edu/∼pdollar/toolbox/doc/
5http://cs.brown.edu/∼pff/latent-release4/
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Fig. 3. Top 500 selected components in the LBP+HOG31+GSS feature by AdaBoost. From left to right, they are visualization
pictures of LBP, HOG31 and GSS separately using these components.

Table I. Experimental results of gender identification with
baseline approaches.

Approach Accuracy (%)
Feature Dimension Classifier

Raw pixels 500 AdaBoost 88.23 ± 0.91
2,944 SVM 88.99 ± 0.24

Standard LBP 500 AdaBoost 90.55 ± 0.53
2,478 SVM 91.43 ± 0.64

HOG36 500 AdaBoost 91.22 ± 0.84
7,956 SVM 92.05 ± 0.97

HOG31 500 AdaBoost 92.99 ± 0.85
5,456 SVM 94.38± 0.39

GSS 500 AdaBoost 86.91 ± 1.13
2,304 SVM 88.96± 0.38

(HOG36) by 2.33%, which suggests that HOG with both con-
trast sensitive and insensitive information is more suited for
gender classification than that with only contrast insensitive
information. Here, GSS and one of our baselines, raw pixels,
perform comparably, but note that, the dimensionality of GSS
is smaller than raw pixels. Thus, it can be concluded that the
new proposed feature, GSS, is a good choice for real-world
gender recognition task.

Because GSS is based on HOG and it describes local self-
similarities of a HOG map, the combination of these two fea-
tures may achieve better performance than using any of them
alone. Therefore, comparison experiments are executed and
the results are listed in Table II. Here, we firstly use Ad-
aBoost to select 500 weak learners and each weak learner
corresponds to one component of a feature vector. Then,
we adopt linear SVM to perform the gender identification
on these selected components. The overall best performance
is achieved by HOG31+LBP+GSS using a linear SVM with
recognition rate of 95.76%, which is 0.88% higher than that
of HOG31+LBP. This means that GSS indeed helps improve
the performance of the final gender classifier.

The distribution of the top 500 selected components in the

Table II. Experimental results of the concatenating features
of different features.

Approach Accuracy (%)
Feature Dimension Classifier

HOG31+LBP 500 AdaBoost 93.06 ± 0.79
SVM 94.88 ± 0.81

HOG31+LBP+GSS 500 AdaBoost 93.23 ± 0.57
SVM 95.76± 1.21

LBP+HOG31+GSS feature by AdaBoost is illustrated in Fig.
3. As we can see, the left bar chart demonstrates that discrim-
inative LBP bins are mainly distributed in the regions around
the eyes, which has also been mentioned in Shan’s work [13].
Middle bar chart stands for the distribution of selected com-
ponents in HOG31. Different from LBP, the information with
strong capability of distinguishing genders mainly concen-
trate on the forehead and the mouth regions. When drawing
the right bar graph, it is a little different from previous two
graphes. For each selected component in GSS, the exact po-
sitions corresponding to it can be traced and we plus one in
both of these two positions. Overall the visualization picture
for GSS shows that the mouth, forehead, checks regions are
where the useful comparisons located.

5. CONCLUSIONS

Although there exists a lot of urgent requirements from real-
life applications for practical gender identification, it still re-
mains challenging in research area. Effective feature extrac-
tion is a vital step for gender identification. In this paper, we
first propose a brand new feature GSS, which has achieved
good performance on the unconstrained LFW face database.
Second, by combining GSS with baseline features (HOG31
and LBP) and using AdaBoost as the best features selector,
a better performance of identifying gender can be achieved.
Experimental evaluation on the public LFW demonstrates the
effectiveness of the proposed method.
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