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Abstract— Emotion recognition is crucially related with
friendly and humanistic human-robot interaction. Our paper
aims at developing a new kind of features to mandarin
emotional speech signal based on multifractal theory. Firstly,
phase space structure differentiate with respect of initials
and finals indicate the fractal phenomenon during speech
produce process. Further, positive largest Lyapunov exponent
proved existing chaos. To quantitatively measure the chaos,
extension of fractal concept–multifractal is calculated by multi-
fractal detrended fluctuation analysis (MFDFA) and Legendre
transformation. Besides, the underlying fractal characteristics
during calculation process is analyzed, which further verifies
the emotional speech is multifractal rather than monofractal.
Multifractal spectrum visually shows that various emotion is
differentiated with each other. After extracting parameters
of mulfractal spectrum, several comparative experiments are
established, which is implemented with BP neural network
and support vector machine (SVM) respectively to hence the
comparison between our approach and conventional one. At
last, improvement in recognition accuracies demonstrates that
our method is available and effective.
Index Terms: mandarin speech recognition, Lyapunov ex-
ponent, MFDFA, multifractal spectrum

I. INTRODUCTION

In human-human interaction, emotional information con-
veyed through speech is an important factor for commu-
nication, for it carries extra information including one’s
attitude, viewpoint and underlying intent. The intelligential
gap between human and robot lies on that robot is inflex-
ible and task-oriented, while human originally possess the
properties to decision-making[1] by himself/herself. Emotion
recognition for human speech increases significantly with
the urge to improve both the naturalness and efficiency of
human-machine interaction[2].

However, recognizing emotions from spoken language for
robot is extremely challenging due to several aspects such
as defining various emotion states with precise categories.
What’s more, judging emotion states to some extent is
not only about the emotion state of speaker but about the
perception and experience of receiver, which means a unified
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standard is not proper for robots to interact with various per-
sons changing over time, etc.. Hence, series of assumptions
are invariable for a practical approach to emotion recognition
so as to bound the problem. In this paper, we focus on
analyzing fractal characteristics of emotional speech and ver-
ifying its efficiency for recognition rather than pursuing high
recognition accuracies towards a large variety of emotions,
though it seems attractive. Therefore, taking the diversity
and representability of emotion into consideration, we select
several basic emotion classes according to previous study,
that is neutrality, happiness, sadness and anger. Russell[20]
addressed an emotion dimension with words of emotional
states located in angles and distances within coordinates,
where emotions mentioned above is located in four quadrants
within, distinguishable and normally present in human daily
communication.

Most previous studies normally used pattern recognition
methods for speech emotion recognition. For example, pop-
ular classifiers are linear discriminate classifiers[3] and k-
nearest neighbor(KNN)[4] for their easy implementation and
insensitiveness to unbalanced classes. As an extension of
LDC, support vector machine(SVM) achieves promising gen-
eralization properties[5]. Non-linear discriminative classifiers
like artificial neural networks(ANN) and decision trees are
also employed due to their robust performance in some
cases[6][7]. Ensembles of above classifiers combine their
advantages and avoid weakness. Even the same feature vector
can yield totally different classification results using different
algorithms[8]. In addition, feature extraction and selection
play a crucial role in emotion modeling and to some extent
determine what an emotional speech is perceived for a robot.
A variety of features dealing with spoken mechanism, signal
processing, linguistics, listening mechanism and many other
realms have been explored and studied. Each realm provides
a snapshot of emotional speech from different perspectives,
and snapshots are merged and evaluated so as to obtain the
panorama of emotional speech.

An important trend in the emotion recognition area is to
investigate new methods for feature generation, such as deep
learning[8]. In this paper, we provide another snapshot of
emotional speech based on nonlinear dynamical system and
fractal theory which is distinguishable in previous work’s
assumption and fundamentals. Conventional methods are ba-
sically relying on the preliminary approximation that speech
is temporal stationary within a millisecond scale neglecting
the non-stationary behavior of speech signals.

The process of speech production is essentially a highly
involving aerodynamical phenomena, such as bifurcation,
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turbulence and oscillation occurring in vocal tract as air
flowing through; vibration as air prompting through the crack
formed by vocal cords; lips and teeth causing obstacles as air
jetting outside, which has been addressed by the experimental
and theoretical evidence in [9][10][11]. This phenomena
leads to the wide application of fractal theory and dynamical
systems with irregular and unpredictable, noise-like nature to
speech signal processing[12][13][14]. Besides, multifractal
nature is among the invariant quantities that describe the
geometrical structures in turbulence and complexity of a
dynamical system[15], and has been employed to automatic
speech recognition[16], speaker recognition[17], speech de-
composition, representation and characterization[18][19].

In this paper, we process emotional speech based on
fractal theory, which inspired by [21] and we further discuss
and obtain some fundamental conclusions with theoretical
discipline, and apply it to mandarin speech. This paper
is organized as follows: Firstly, we verify the nonlinear
dynamical characteristics by construct mandarin initials and
finals in phase space, and calculate the largest Lyapunov
exponent of these phonemes. Then, we extract underlying
multifractal spectrum of emotional speech, which are dif-
ferentiated with respect to various emotion classes visually.
At last, we utilize boosting method merging support vector
machine(SVM) and back propagation(BP) neural network to
validate the effectiveness of the fractal features.

II. NONLINEAR DYNAMICALAL SYSTEM ANALYSIS

Compared to conventional processing of time series in
time domain and frequency domain, nonlinear time series
process like chaotic invariant estimation and nonlinear mod-
eling, relies on phase space. A system or time series in
our case is chaotic or not evolving analysis of these time
series in phase space, where all possible states of a system
are represented with one unique point in it corresponding
to each possible state of the system1. As Eq.(1) shows, the
reconstruction of time series needs choose proper embedding
dimension m and time-delayed τ . Projecting time series to 3-
dimensional space provides intuitive and visual understand-
ing to the problem. Thus, we choose embedding dimension
m=3 and time-delayed τ=50. The phase plots corresponding
to the finals /a/,/u/ and initials /b/ and/sh/ are shown in
Fig.1, the corresponding waveforms are plotted in Fig.2.

x(i) = {x(i), x(i+ τ), ..., x(i+ (m− 1)τ)} (1)

It is clear that finals’ phase plots reveal folded limit cycle
structure while initials’ reveal irregular random string. There
are several parameters describing the phase space structure,
such as correlation dimension, Lyapunov exponents and kol-
mogorov entropy. Lyapunov exponents show the dynamics
of the (temporal) evolution of the trajectories, indicating
the exponential divergence or convergence of trajectories
toward an attractor in a multidimensional flow and reflecting
the properties of the underlying attractor by their sign and
magnitude[13].

1http://en.wikipedia.org/wiki/Phase space

Fig. 1. Phase space plot for /a/,/u/,/b/,/sh/. Embedding dimension de = 3
with τ=50.

Fig. 2. Time waveforms for natural utterances of finals /a/,/u/ and initials
/b/,/sh/.

There are two methods about calculating Lyapunov ex-
ponents(LEs) observing time series when dynamical equa-
tion is not known to us: Wolf’s method[22] tracing the
trajectories of attractor and concluding largest LE; Sano-
Sawada algorithm[23] calculating the local Jacobian matrix
and yielding all LEs. For simplicity and requirements of
verifying chaos existing, which demand largest LE, we
choose Wolf’s method. The calculating steps are:

Step 1: Choose a initial point in trajectory in phase space
noted as Y(t0), set the closest point as Y0(t0). The distance
between them is noted as L(t0). Tracing the evolution of
these two points from time node t0 to time node t1 the
distance between these two points goes beyond a given
setting ε, that is

L′(t1) = |Y(t1)−Y0(t1)| > ε, ε > 0 (2)

Step 2: Maintain point Y(t1) and find the closest point
Y1(t1). Ensuring not only the distance between these two
points under the given setting ε as below but also the
intersection angle θ of L(t1) and L′(t1).

L(t1) = |Y(t1)−Y1(t1)| < ε, ε > 0 (3)
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TABLE I
The largest Lyapunov exponent of 16 finals

[a] [o] [e] [i] [u] [ü]
0.0209 0.0310 0.0250 0.019 0.024 0.028

[ai] [an] [ang] [ao] [ei] [en]
0.26912 0.13181 0.37439 0.5415 0.3172 0.5614

[eng] [mg] [ong] [ou]
0.11179 0.2673 0.3941 0.6813

TABLE II
The largest Lyapunov exponent of 23 initials

[b] [d] [g] [q] [s] [r]
0.583 0.577 0.618 0.819 0.866 0.110

[p] [t] [k] [x] [zh] [w]
0.327 0.416 0.394 0.723 0.378 0.085
[m] [n] [h] [z] [ch] [y]

0.141 0.126 0.543 0.383 0.741 0.073
[f] [l] [j] [c] [sh]

Step 3: Repeat step 1 and 2 and mark the repeating count
as M until Y(t) reaches the end of trajectory. The Largest
Lyapunov exponent is

λ1 =
1

tM − t0

M∑
k=1

ln
L′(tk)

L(tk − 1)
(4)

Theoretically, Wolf’s method can conclude all LE expo-
nents respecting noiseless and infinite data. But the reality is
that time series can’t be infinite and noise can’t be eliminated
leading to alone reliable LE-the largest one.

Mandarin consists of 16 finals and 23 initials. In this paper,
we calculate the largest Lyapunov exponents of these 39
phonemes using Wolf method.

The results of all the mandarin phonemes are positive
as shown in Table I and II, which show that the chaotic
mechanism does exist in mandarin. Chaos and fractal is
internally correlated with each other. The phase space struc-
ture, which is often named as strange attractor, is fractal
characteristics. As we will be addressed below, fractal theory
provides various measurements to describe the structure
which Euclidean geometry fails to.

III. MULTIFRACTAL DEFINITION

Various perspectives and summaries that introduce mul-
tifractal are provided in[25]. To understand the essence of
the multifractal, fundamentals about measures theory and
metric topology are necessary which cause difficulties for
those who are not familiar with related knowledge. The
concept of fractals defines a structure mostly formed by
nature with the property of self-similar and scale invariant.
The definition of multifractals can be viewed as a gener-
alization of monofractals[23]. Thus, a multifractal process
X(t) satisfies the following rule X(ct) = cHX(t), where
cH represents the scaling factor which can be viewed as
fractal dimension in general sense and indicates the scale
invariant property. For multifractal, H is a variable appearing
as spatial and temporal variation in scale invariant structure,

while H is a constant in monofractal and defines a single
power law exponent and assumes that the scale invariance is
independent on time and space.

Fractal dimension derives many methods to adjust various
issues, such as Hausdorff dimension, correlation dimension,
box-counting dimension, information dimension, etc.. Previ-
ous works have proved the fractal characteristics existing in
speech through evaluation of above mentioned dimension.

However, to deal with multifractal cases, those methods
are straight-forward but require high computation. Another
choice is the standard partition function multifractal formal-
ism, but it fails at correctly estimating for nonstationary
time series that are affected by trends or that cannot be
normalized[23]. In the following section, a method named
MFDFA is performed and multifractal characteristics of
speech varying among these four emotions are analyzed.

IV. ESTIMATION AND ANALYSIS OF MULTIFRACTAL
CHARACTERISTICS

Multifractal DFA was derivative of DFA-detrended fluctu-
ation analysis, which is developed to address the problem of
accurately quantifying long-range correlations in nonstation-
ary fluctuating signals[26]. According to[24], the generalized
multifractal DFA procedure consists of five steps. The first
three steps are essentially identical to the conventional DFA
procedure. We will conduct the five steps as following:

Firstly, convert a time series into a random walk like time
series:

y(i) =
i∑
i=1

(x(t)− x̄), i = 1, 2, ..., n (5)

Where x̄ = 1
n

n∑
i=1

x(t), n refers to the length of time series.

Secondly, to calculate the local root-mean-square variation
in step 3, clap the time series into segments. Divide y(i) into
M non-overlapping segments with equal length of s. In order
to cover all the data of y(i), divide y(i) from beginning to
the end and from the end to beginning respectively. At last,
we obtain 2M segments.

Thirdly, slow varying trends exist in speech time series
and detrending of the signal is necessary to quantify the scale
invariant structure of the variation around these trends.

F 2(s, v) ≡ 1

s

s∑
i=1

{y[(v − 1)s+ i]− yv(i)}2 (6)

F 2(s, v) ≡ 1

s

s∑
i=1

{y[n− (v −M)s+ i]− yv(i)}2 (7)

Linear, quadratic, cubic, or higher order polynomials can
be used in step 3 and differ in their capabilities of eliminating
trends in the series.

Fourthly, in the multifractal time series, local fluctua-
tion yv(i) will be extremely large for segments within the
time periods of large fluctuations and extremely small for
segments within the time periods of small fluctuations[28].
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Consequently, the multifractal time series are not normal
distributed and all q-order statistical moments should be
considered.

Fq(s) ≡ {
1

2M

2M∑
v=1

[F 2(s, v)]q/2}1/q (8)

Fifthly, the Hurst exponent mentioned in definition of
multifractal can be determined by analyzing log-log plots
F (s) versus s for each value of q.

Fq(s) ∼ sh(q) (9)

Note that the size of segments influences F in step 4, since
fast changing fluctuations in the time series will influence F
for segments with small sample sizes whereas slow changing
fluctuations will influence F for segments with large sample
size. Thus, the scaling function F , should be computed for
multiple segments sizes to emphasize both fast and slow
evolving fluctuations that influence the structure of the time
series[24].
F (s) vs. s is plotted to present the corresponding relation

between overall F 2(s, v) and s as figure 3, which obviously
is approximately linear relationship. Hurst exponent-the s-
lopes of the regression line is constant as scale s increasing in
the term of q, which illustrates the scale invariance structure
of emotional speech time series. Besides, it is visually
apparent that the difference between F (s) for positive and
negative q with the small segment sizes is larger than F (s)
with large segment sizes, for large segment covers several
local periods with both small and large fluctuation and
therefore average out their difference while small segment
are embedded within these periods[28].

Fig. 3. logFq(s) ∼ logs of four emotions spoken by the same utterance

Further, we explore the difference between q-order H for
positive and negative q, as figure 4 shows. For monofractal
time series, h(q) is independent of q, since the scaling

behavior of the variances F 2(s, v) is identical for all seg-
ments v, and the averaging procedure in Eq.(8) will give
just this identical scaling behavior for all values of q. Only
if small and large fluctuations scale differently, there will
be a significant dependence of h(q) on q[24]. All of these
is consistent with the statement that Hurst exponent here
is a variable, proving that emotion speech is a multifractal
process.

Fig. 4. Generalized Hurst Exponent H(q) vs.q of four emotions

The transformation from Hurst exponent H(q) to singular
spectrum f(a) can be obtained from some techniques such as
coarse graining spectrum, Hausdorff spectrum, and Legendre
spectrum[28]. Due to its simplicity, we choose Legendre
spectrum, the transformation shows as Eq.(10). Multifractal,
which is called fractal measures from the perspective of mea-
sure theory, describes various local probability distribution
f(a) under singular exponent a. The multifractal spectrum
f(a) vs. a is shown in figure 5.{

a(q) = dτ(q)
dq

f(a) = q · a(q)− τ(q)
(10)

Fig. 5. Multifractal spectrum curve of four emotions spoken by the same
utterance

The differentiation of the width and height of multifractal
spectrum curve with respect to these four emotions dis-
tinguishes these four emotions and demonstrates the inner
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fractal structure of speech time series varies as emotion state
changes.

An easy and comprehensive way to understand a and f(a)
is that a represents the singular characteristics of an asymme-
try area within the underlying fractal structure of speech time
series, f(a) is the fractal dimension of the corresponding
area. It is straight-forward that curve crossing larger range
of a means the fractal structure has much more ’layer’, i.e.
anger’s fractal structure is more ’complex’ than the other
three, which is identical to our daily life experience-anger
arises from more ’emotional’ speaking state, and fluctuates
both in loudness and speaking rate which leads to turbulence
occuring easily along vocal tract which contributes the inner
complexity of fractal structure.

All of the four emotions’ multifractal curves reach the
same peak at different a, which indicates two points:

1. statistics self-similarity, which is defined to describe
non-strict mathematical fractal phenomenon but widely dis-
tributed in various contexts, such as geophysicist, medical
science, target detection, signal processing, of these four
emotional speech obeys the speech signal statistics discipline
which results in the almost same peak value. To illustrate
this, we can plot the speech signal waveform of these four
emotional speech together to compare, as we zoom in and
obtain subsequent plot from the original one by increasing
the time resolution by a factor of 10 and by concentrating
on a randomly chosen subinterval, the waveform in a subtle
scale is periodic and repeats itself as we divide and observe,
which is caused by the speech production mechanism, for
example, periodic vibrating of the vocal folds, the similar
structure of vocal tract ranging from person to person.

2. the spectrum curve reaches peak at different a indicates
that the local characteristics compared to the aligned integral
self-similarity is distinguishable varying from one emotion to
another. a is called singularity exponent, which describes the
probability distribution of the fractal structure. Although self-
similarity of emotional speech over all these four emotions
is the same, the argument a of fractal dimension f(a) means
what kind of singularity contributing and dominating the
fractal structure finest part.

Note that the singular spectrums of these four emotions
are not intensively related with the our physical perception
of emotional speech, like speaking rate, loudness, intensity,
even the speaking content. Just like the wikipedia notes2, the
technique entails distorting dataset extracted from patterns
to generate multifractal spectra that illustrates how scaling
varies over the dataset. It seems abstract and hardly related
to the intuitive perceived way of emotion speech, but the
fractal theory provides another perspective to view emotion.

V. EXPERIMENTAL INVESTIGATION

The corpora source we choose is Beihang University
Database of Emotional Speech3, which consists of 6,300
samples recorded by 15 speakers.20 short sentences are

2http://en.wikipedia.org/wiki/Multifractal system#techniques
3http://www.ee.buaa.edu.cn/oldeeweb/html/zykj/teachers/mx/news/22.html

repeated 3 times for each of the 7 kinds of emotions,
namely joy, anger, disgust, fear, sadness, surprise, anger and
neutrality. 3456 mandarin utterances which are accurately
recognized by at least 70% of the strange listeners are
collected into the experimental corpora. For copyright-related
reason, we only receive three person’s subsets, that is 720
utterances. 480 utterances are used to train while the rest are
utilized for testing.

Conventional feature extraction methods generally can
be divided into two classes-acoustics and linguistics. As
linguistics is more about natural language understanding and
gaining considerably importance towards spontaneous real-
life speech rather than acted data. As we aim at verifying
the efficiency of fractal features, we choose several com-
monly used acoustics, i.e. pitch, format, intensity, speaking
rate, and MFCC. Multifractal features is extracted from
multifractal spectrum, i.e. the maximum, minimum, range,
average, variance, upper quartiles and lower quartiles of
curves, respectively. Parts of the parameters describing the
curves are shown in Table III.

Our experiments are implemented in MATLAB. LIB-
SVM[29] from C. Lin is used and linear kernel function
is chosen. SVM is based on structure risk minimization and
considers the sample error and the model complexity while
BP network is based on empirical risk minimization and easy
to trap in local optimum. Previous work has been utilized
ensembles of different classifier to compensate weakness
and strengthen the advantages. Thus, Adaboost algorithm is
chose to combine these two.

BP neural network used in our experiment consists of three
layers, with the same feature number as the number of input
layer, ten nodes as the middle layer, four nodes with the
same number of emotion classified as the output layer.

The experiments compare classical features and multifrac-
tal features using BP neural network and SVM respectively
with cross validation. The result can be found in Table IV.

At last, the recognition accuracy utilizing Adaboost turns
out to be anger 83.33%, joy 83.33%, sadness 80.00%,
neutrality 86.67%

From Table IV, it can be concluded that classification
using multifractal features improves the average accuracy
1.5% with BP neural network, and 5% with SVM. When
combining this two method using Adaboost utilizing both
traditional and multifractal features, the accuracy improves
with 3.5% averagely.

VI. DICUSSION/CONCLUSION

We present a novel approach that analyzing and calcu-
lating fractal underlying emotional speech and providing a
effective feature extracted from multifractal spectrum for
emotion recognition. Different from previous emotion recog-
nition method, we regard emotional speech in another way
rather than physically related speech production and listening
mechanism. The proposed approach brings a significant
contribution to the typical emotional speech model, and
outperforms the conventional features because the distinction
of multifractal spectrum among various emotions without
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TABLE III
Parameters of multifractal spectrum curve of four emotions

amax amin ∆a f(amax) f(amin) ∆f
joy -0.582 -1.910 1.328 1.000 0.476 0.524

anger -0.491 -2.623 2.132 1.000 0.802 0.198
neutrality -0.561 -1.454 0.894 1.000 0.592 0.408
sadness -0.590 -1.383 0.792 1.000 0.489 0.511

TABLE IV
Recognition accuracy comparing with conventional features vs. multifractal features

anger joy sadness neutrality average
BP+conventional 80.00% 78.33% 75.00% 80.00% 78.33%

SVM+conventional 80.00% 78.33% 75.00% 76.67% 77.50%
BP+multifractal 80.00% 85.00% 76.67% 78.33% 80.00%

SVM+multifractal 83.33% 85.00% 78.33% 83.33% 82.50%
Adaboost+both 83.33% 83.33% 80.00% 86.67 % 83.33%

the influence of gender and speech content.It also proves
that the emotional speech signal is multifractal instead of
monofractal. Excepting computational cost is higher in Mat-
lab platform, this method is worth further studying in its
availability applied in other language and deeper functioning
mechanism.
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